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Summary. In this paper we obtain existence conditions and a closed form of the general solution of higher order singular regular boundary value problems. The approach is based on the concept of co-solution of algebraic matrix equations of polynomial type that permits the treatment of the problem without considering an extended first order system as it has been done in the known literature.
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## 1. Introduction

Troughout this paper $\mathbb{C}_{m \times n}$ denotes the set of all $m \times n$ matrices with complex entries. Systems of higher order differential equations of the type

$$
\begin{equation*}
A_{p} x^{(p)}(t)+A_{p-1} x^{(p-1)}(t)+\ldots+A_{0} x(t)=f(t) \tag{1.1}
\end{equation*}
$$

where $A_{i}$ for $0 \leqslant i \leqslant p$ are matrices in $\mathbb{C}_{n \times n}$ and $x(t), f(t)$ lie in $\mathbb{C}_{n \times 1}$, appear in vibrational systems theory [4], in thermal and electrical problems [4] and in the solution of partial differential equations by means of the method of lines [14].

The aim of this paper is to find a closed form expression for the general solution of multipoint boundary value problems defined by (1.1) together with the conditions

$$
\begin{equation*}
\sum_{h=1}^{p} E_{i h} x^{(h-1)}\left(a_{i}\right)=F_{i}, \quad 1 \leqslant i \leqslant q, 0=a_{1}<a_{2}<\ldots<a_{q}=a \tag{1.2}
\end{equation*}
$$

where $E_{i h} \in \mathbb{C}_{n \times n}, F_{i} \in \mathbb{C}_{n \times 1}, f(t)$ is sufficiently differentiable and the matrix coefficients $A_{i}, 0 \leqslant i \leqslant p$, satisfy the regularity condition
there exists a complex number $\lambda_{0}$ such that

$$
\begin{equation*}
P\left(\lambda_{0}\right)=A_{p} \lambda_{0}^{p}+A_{p-1} \lambda_{0}^{p-1}+\ldots+A_{1} \lambda_{0}+A_{0} \text { is invertible. } \tag{1.3}
\end{equation*}
$$

The system (1.1) has been considered by several authors [2], [5], [6], [7], [8], [10], but all of the papers are based on the consideration of an extended first order system which involves an increase of the problem dimension and a lack of flexibility in the expression of the general solution of (1.1) that is required to find a closed form of the general solution of problem (1.1)-(1.2).

The paper is organized as follows. In Section 2 we introduce the concept of rectangular co-solution of the associated algebraic matrix equation

$$
\begin{equation*}
A_{p} Z^{p}+A_{p-1} Z^{p-1}+\ldots+A_{0}=0 \tag{1.4}
\end{equation*}
$$

which permits us to find a closed form expression of the general solution of the homogeneous system

$$
\begin{equation*}
A_{p} x^{(p)}(t)+A_{p-1} x^{(p-1)}(t)+\ldots+A_{0} x(t)=0 \tag{1.5}
\end{equation*}
$$

Section 3 is concerned with the construction of a particular solution of the nonhomogeneous problem (1.1). Finally, in Section 4, existence conditions and a closed form expression of the general solution of the boundary value problem (1.1) - (1.3) are presented.

If $S$ is a rectangular matrix in $\mathbb{C}_{m \times n}$, we denote by $S^{+}$its Moore-Penrose pseudoinverse and recall that an efficient procedure for computing $S^{+}$may be found in [12]. If $T$ is a matrix in $\mathbb{C}_{n \times n}$, we denote by $T^{D}$ its Drazin inverse. An efficient algorithm for computing the Drazin inverse of a matrix is given in [1]. An account of properties of the Drazin inverse may be found in [3]. In particular, we recall that if $T$ is invertible then $T^{-1}$ coincides with $T^{D}$ and if $T$ is a nilpotent matrix then $T^{D}=0$.
2. On the solution of the homogeneous differential system

We begin this section with some algebraic preliminaries related to the concept of rectangular co-solution for the non-monic algebraic matrix equation (1.4), which generalizes the analogous concept defined in [9] for the monic case.

Definition 2.1. We say that $(X, T)$ with $X \in \mathbb{C}_{n \times r}, X \neq 0, T \in \mathbb{C}_{r \times r}$, is an $(n, r)$ co-solution of equation (1.4) if

$$
\begin{equation*}
A_{p} X T^{p}+A_{p-1} X T^{p-1}+\ldots+A_{1} X T+A_{0} X=0 \tag{2.1}
\end{equation*}
$$

Remark 1. Note that if $(X, T)$ is an ( $n, r$ ) co-solution of equation (1.4), then $x(t)=X \exp (t T) v$ with $v \in \mathbb{C}_{r \times 1}$ defines a solution of the homogeneous system (1.5) because

$$
\begin{aligned}
& A_{p} x^{(p)}(t)+A_{p-1} x^{(p-1)}(t)+\ldots+A_{0} x(t) \\
& \quad=\left(A_{p} X T^{p}+A_{p-1} X T^{p-1}+\ldots+A_{0} X\right) \exp (t T) v=0
\end{aligned}
$$

Let us suppose that the regularity condition (1.3) is satisfied and let us consider in (1.5) the transformation defined by

$$
\begin{equation*}
x(t)=\exp \left(t \cdot \lambda_{0}\right) y(t) \tag{2.2}
\end{equation*}
$$

Then an easy computation yiclds that $y(t)$ satisfies

$$
\begin{gather*}
B_{p} y^{(p)}(t)+B_{p-1} y^{(p-1)}(t)+\ldots+B_{1} y^{(1)}(t)+y(t)=0 \\
B_{j}=\frac{1}{j!}\left[P\left(\lambda_{0}\right)\right]^{-1} P^{(j)}\left(\lambda_{0}\right), \quad 1 \leqslant j \leqslant p \tag{2.3}
\end{gather*}
$$

The following lemma relates co-solutions of monic and non-monic algebraic matrix equations of polynomial type.

Lemma 1. If $(Z, S)$ is an ( $n, r)$ co-solution of the equation

$$
\begin{equation*}
W^{p}+B_{1} W^{p-1}+\ldots+B_{p-1} W+B_{p}=0 \tag{2.4}
\end{equation*}
$$

and $S$ is not a nilpotent matrix, then for $q \geqslant 1$ the pair $\left(Z S^{q+1} S^{D}, S^{D}\right)$ is an ( $n, r$ ) co-solution of the matrix equation

$$
\begin{equation*}
B_{p} Y^{p}+B_{p-1} Y^{p-1}+\ldots+B_{1} Y+I=0 \tag{2.5}
\end{equation*}
$$

Proof. Since $(Z, S)$ is an $(n, r)$ co-solution of $(2.4)$, it follows that

$$
Z S^{p}+B_{1} Z S^{p-1}+\ldots+B_{p-1} Z S+B_{p} Z=0
$$

Postmultiplying this equation by $S^{q-1}\left(S^{D}\right)^{p-1}$ one gets

$$
\begin{align*}
& B_{p} Z S^{q-1}\left(S^{D}\right)^{p-1}+B_{p-1} Z S^{q}\left(S^{D}\right)^{p-1}+\ldots  \tag{2.6}\\
+ & B_{1} Z S^{p+q-2}\left(S^{D}\right)^{p-1}+Z S^{p+q-1}\left(S^{D}\right)^{p-1}=0
\end{align*}
$$

Taking into account that from the properties of the Drazin inverse [3], p. 8 we have

$$
\begin{equation*}
S S^{D}=S^{D} S, \quad S^{D} S S^{D}=S^{D} \tag{2.7}
\end{equation*}
$$

we see that (2.6), (2.7) implies

$$
\begin{aligned}
& B_{p} Z S^{q+1} S^{D}\left(S^{D}\right)^{p}+B_{p-1} Z S^{q+1} S^{D}\left(S^{D}\right)^{p-1}+\ldots \\
+ & B_{1} Z S^{q+1} S^{D} S^{D}+Z S^{q+1} S^{D}=0 .
\end{aligned}
$$

Thus the result is established.
For the sake of clarity of presentation we include a definition given in [9].
Definition 2.2 ([9]). Let $\left(X_{i}, T_{i}\right)$ be an ( $n, m_{i}$ ) co-solution of equation (2.4) for $1 \leqslant i \leqslant k$. We say that $\left\{\left(X_{i}, T_{i}\right), 1 \leqslant i \leqslant k\right\}$ is a $k$-complete set of co-solutions of equation (2.4), if the gencralized block Vandermonde matrix

$$
V=\left[\begin{array}{cccc}
X_{1} & X_{2} & \ldots & X_{k}  \tag{2.8}\\
X_{1} T_{1} & X_{2} T_{2} & \ldots & X_{k} T_{k} \\
\vdots & & & \\
X_{1} T_{1}^{p-1} & X_{2} T_{2}^{p-1} & \ldots & X_{k} T_{k}^{p-1}
\end{array}\right]
$$

is invertible in $\mathbb{C}_{n p \times n p}$.
The proof of the next result may be found in [9].

Theorem 1 ([9]). Let $C$ be the companion matrix defined by

$$
C=\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0  \tag{2.9}\\
0 & 0 & I & \cdots & 0 \\
\vdots & & & & \\
-B_{p} & -B_{p-1} & -B_{p-2} & \cdots & -B_{1}
\end{array}\right]
$$

and let $M=\left(M_{i j}\right)$ be an invertible matrix in $\mathbb{C}_{n p \times n p}$ such that $M_{i j} \in \mathbb{C}_{n \times n_{j}}$, $1 \leqslant i \leqslant p, 1 \leqslant j \leqslant k, n_{1}+\ldots+n_{k}=n p$ and

$$
\begin{equation*}
M \operatorname{diag}\left(S_{1}, S_{2}, \ldots, S_{k}\right)=C M \tag{2.10}
\end{equation*}
$$

where $J=\operatorname{diag}\left(S_{1}, \ldots, S_{k}\right)$ is the Jordan canonical form of $C$ with $S_{j} \in \mathbb{C}_{n_{j} \times \boldsymbol{n}_{\boldsymbol{j}}}$, $1 \leqslant j \leqslant k$. Then $\left\{\left(M_{1 j}, S_{j}\right) ; 1 \leqslant j \leqslant k\right\}$ is a $k$-complete set of co-solutions of (2.4). The general solution of the system

$$
\begin{equation*}
W^{(p)}(t)+B_{1} W^{(p-1)}(t)+\ldots+B_{p-1} W^{(1)}(t)+B_{p} W(t)=0 \tag{2.11}
\end{equation*}
$$

is given ly

$$
\begin{equation*}
W(t)=\sum_{j=1}^{k} M_{1 j} \exp \left(t S_{j}\right) q_{j}, \quad q_{j} \in \mathbb{C}_{n_{j} \times 1} \tag{2.12}
\end{equation*}
$$

Remark2. It is interesting to recall that the Jordan canonical form of a matrix can be efficiently computed by using MACSYMA, [11], and the matrix exponential $\exp \left(t S_{j}\right)$ of a Jordan block $S_{j}$ has a well known expression in terms of the eigenvalue associated to $S_{j},[13]$, p. 66.

Remark 1 and Lemma 1 imply that for arbitrary vectors $v_{j} \in \mathbb{C}_{n_{j} \times 1}$, the expression

$$
\begin{equation*}
\sum_{j=1}^{k} M_{1 j} S_{j}^{q+1} S_{j}^{D} \exp \left(t S_{j}^{D}\right) v_{j} \tag{2.13}
\end{equation*}
$$

defines solutions of the non-monic system (2.3). On the other hand, let us order the Jordan blocks of the matrix $J$ defined in Theorem 1 in the following way:

$$
\begin{gather*}
S_{1}, \ldots, S_{h} \text { are invertible blocks of } J, \\
S_{h+1}, \ldots, S_{k} \text { are nilpotent blocks of } J, \tag{2.14}
\end{gather*}
$$

and taking into account that $S_{j}^{D}=S_{j}^{-1}$ for $1 \leqslant j \leqslant h$ and $S_{j}^{D}=0$ for $h+1 \leqslant j \leqslant k$, the expression (2.13) takes the form

$$
\sum_{j=1}^{h} M_{1 j} S_{j}^{q} \exp \left(t S_{j}^{-1}\right) v_{j}, \quad v_{j} \in \mathbb{C}_{n_{j} \times 1}
$$

This result proves that in fact

$$
\begin{equation*}
y(t)=\sum_{j=1}^{h} M_{1 j} S_{j}^{p-1} \exp \left(t S_{j}^{-1}\right) v_{j}, \quad v_{j} \in \mathbb{C}_{n_{j} \times 1} \tag{2.15}
\end{equation*}
$$

describes the general solution of (2.3).
From Lemma 1, for any positive integer $q \geqslant 1$, the pair $\left(M_{1 j} S_{j}^{q}, S_{j}^{-1}\right)$ is an ( $n, n_{j}$ ) co-solution of (2.5) for $1 \leqslant j \leqslant h$ and thus for arbitrary vectors $v_{j} \in \mathbb{C}_{n_{j} \times 1}$, the
right-hand side of (2.15) defines a solution of (2.3). Now we prove that any solution $z(t)$ of (2.3) may be represented by (2.15) with appropriate vectors $v_{j}$ in $\mathbb{C}_{n_{j} \times 1}$ for $1 \leqslant j \leqslant h$. Let $z(t)$ be a solution of (2.3) and let $z^{(i)}(0)=c_{i}, 0 \leqslant i \leqslant p-1$. Considering the change defined by

$$
\begin{gather*}
u(t)=\left[\begin{array}{c}
y(t) \\
y^{\prime}(t) \\
\vdots \\
y^{(p-1)}(t)
\end{array}\right], \\
B u^{\prime}(t)=u(t), \quad u(0)=\left[\begin{array}{c}
c_{0} \\
\vdots \\
c_{p-1}
\end{array}\right],  \tag{2.16}\\
B=\left[\begin{array}{ccccc}
-B_{1} & -B_{2} & \ldots & -B_{p-1} & -B_{p} \\
I & 0 & \ldots & 0 & 0 \\
\vdots & & & & \\
0 & 0 & \ldots & I & 0
\end{array}\right]
\end{gather*}
$$

and recalling Theorem 3.1.3 of [2], p. 37, we conclude that the problem (2.16) is solvable and the solution is unique if and only if

$$
\left[\begin{array}{c}
c_{0}  \tag{2.17}\\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right] \in \operatorname{Image}\left(B B^{D}\right)
$$

Since

$$
B=\left[\begin{array}{ccccc}
0 & 0 & \ldots & 0 & I \\
0 & 0 & \ldots & I & 0 \\
\vdots & & & & \\
I & 0 & \ldots & 0 & 0
\end{array}\right] C\left[\begin{array}{ccccc}
0 & 0 & \ldots & 0 & I \\
0 & 0 & \ldots & I & 0 \\
\vdots & & & & \\
I & 0 & \ldots & 0 & 0
\end{array}\right]
$$

from (2.10) one gets

$$
\begin{align*}
& B=\left(M_{i j}^{\prime}\right) \operatorname{diag}\left(S_{1}, \ldots, S_{k}\right)\left(M_{i j}^{\prime}\right)^{-1}  \tag{2.18}\\
& \quad M_{i j}^{\prime}=M_{p+1-i, j}, 1 \leqslant i \leqslant p, 1 \leqslant j \leqslant k
\end{align*}
$$

From [2], p. 16, it follows that

$$
\begin{aligned}
B^{D} & =\left(M_{i j}^{\prime}\right) \operatorname{diag}\left(S_{1}^{-1}, S_{2}^{-1}, \ldots, S_{h}^{-1}, 0, \ldots, 0\right)\left(M_{i j}^{\prime}\right)^{-1} \\
B B^{D} & =\left(M_{i j}^{\prime}\right) \operatorname{diag}(I, I, \ldots, I, 0, \ldots, 0)\left(M_{i j}^{\prime}\right)^{-1}
\end{aligned}
$$

and condition (2.17) means

$$
\left[\begin{array}{c}
c_{0}  \tag{2.19}\\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right] \in \text { Image }\left[\begin{array}{cccc}
M_{11}^{\prime} & M_{12}^{\prime} & \ldots & M_{1 h}^{\prime} \\
M_{21}^{\prime} & M_{22}^{\prime} & \ldots & M_{2 h}^{\prime} \\
\vdots & & & \\
M_{p 1}^{\prime} & M_{p 2}^{\prime} & \ldots & M_{p h}^{\prime}
\end{array}\right]
$$

On the other hand, the derivatives of $y(t)$ defined by (2.15) take the form

$$
y^{(i)}(t)=\sum_{j=1}^{h} M_{1 j} S_{j}^{p-i-1} \exp \left(t S_{j}^{-1}\right) v_{j}
$$

If we evaluate this expression at $t=0$ and impose $y^{(i)}(0)=c_{i}$ for $0 \leqslant i \leqslant p-1$, it follows that vectors $v_{j}$, for $1 \leqslant j \leqslant h$, must verify

$$
\left[\begin{array}{c}
c_{0}  \tag{2.20}\\
c_{1} \\
\vdots \\
c_{p-1}
\end{array}\right]=\left[\begin{array}{cccc}
M_{11} S_{1}^{p-1} & M_{12} S_{2}^{p-1} & \ldots & M_{1 h} S_{h}^{p-1} \\
M_{11} S_{1}^{p-2} & M_{12} S_{2}^{p-2} & \ldots & M_{1 h} S_{h}^{p-2} \\
\vdots & & & \\
M_{11} & M_{12} & \ldots & M_{1 / h}
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{h}
\end{array}\right]
$$

and by virtue of

$$
\begin{equation*}
M_{i j}=M_{1 j} S_{j}^{i-1}, \quad 1 \leqslant i \leqslant p \tag{2.21}
\end{equation*}
$$

it follows that the conditions (2.19) and (2.20) are equivalent and the general solution of (2.3) is given by

$$
y(t)=\sum_{j=1}^{h} M_{1 j} S_{j}^{p-1} \exp \left(t S_{j}^{-1}\right) v_{j}=\sum_{j=1}^{h} M_{p j} \exp \left(t S_{j}^{-1}\right) v_{j}
$$

where $v_{j}$ is an arbitrary vector in $\mathbb{C}_{n_{j} \times 1}$ for $1 \leqslant j \leqslant h$. This together with (2.2) yields the following result:

Theorem 2. Let us use the notation of Theorem 1 and let us assume that the regularity condition (1.3) is satisfied for some complex number $\lambda_{0}$. Then the general solution of (1.5) is given by

$$
\begin{equation*}
x(t)=\sum_{j=1}^{h} M_{p j} \exp \left(\left(\lambda_{0} I+S_{j}^{-1}\right) t\right) v_{j} \tag{2.22}
\end{equation*}
$$

where $v_{j}$ is an arbitrary vector in $\mathbb{C}_{n_{j} \times 1}$ for $1 \leqslant j \leqslant h$.

Let us consider the system (1.1) under the regularity condition (1.3) satisfied by some complex number $\lambda_{0}$. Let us observe the notation of Theorems 1 and 2 . If $k_{j}$ denotes the index of the Jordan block $S_{j}$ for $h+1 \leqslant j \leqslant k$, where in accordance with (2.14), $S_{h+1}, \ldots, S_{k}$ are the nilpotent Jordan blocks of the matrix $J$ introduced in Theorem 1 , we define the number $\varrho$ by

$$
\begin{equation*}
\varrho=\max \left\{k_{j}=\operatorname{Ind}\left(S_{j}\right) ; h+1 \leqslant j \leqslant k\right\} . \tag{3.1}
\end{equation*}
$$

We suppose that $f(t)$ is a $\varrho+p-1$ times continuously differentiable function. Taking into account the transformation (2.2), the system (1.1) takes the form

$$
\begin{equation*}
L[y(t)]=\hat{f}(t) \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
L[y(t)]=B_{p} y^{(p)}(t)+B_{p-1} y^{(p-1)}(t)+\ldots+B_{1} y^{(1)}(t)+y(t) \tag{3.3}
\end{equation*}
$$

$B_{j}$ is defined by (2.3) for $1 \leqslant j \leqslant p$ and

$$
\begin{equation*}
\hat{f}(t)=\left[P\left(\lambda_{0}\right)\right]^{-1} \exp \left(-t \lambda_{0}\right) f(t) \tag{3.4}
\end{equation*}
$$

Let $M$ be the matrix introduced in Theorem 1 , and let ( $M_{i j}^{\prime}$ ) be the block matrix defined in (2.18) with $M_{i j}^{\prime}=M_{p+1-i, j}, 1 \leqslant i \leqslant p, 1 \leqslant j \leqslant k$. Let us denote

$$
\begin{equation*}
W=\left(W_{i j}\right)=\left(M_{i j}^{\prime}\right)^{-1}, \quad W_{i j} \in \mathbb{C}_{n_{j} \times n}, 1 \leqslant i \leqslant k, 1 \leqslant j \leqslant p ; \tag{3.5}
\end{equation*}
$$

then we are interested in obtaining a particular solution of (3.2) of the form

$$
\begin{align*}
g(t)= & \sum_{j=h+1}^{k} \sum_{i=0}^{k_{j}-1} M_{p j}\left(S_{j}\right)^{i} W_{j 1} \hat{f}^{(i)}(t)  \tag{3.6}\\
& -\sum_{j=1}^{h} M_{p j} \exp \left(t S_{j}^{-1}\right) \int_{0}^{t} \exp \left(-u S_{j}^{-1}\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u .
\end{align*}
$$

Taking the derivatives of $g(t)$ for $1 \leqslant r \leqslant p$, we find that

$$
\begin{align*}
g^{(r)}(t)= & -\sum_{j=1}^{h} M_{p j}\left(S_{j}^{-1}\right)^{r} \exp \left(t S_{j}^{-1}\right) \int_{0}^{t} \exp \left(-u S_{j}^{-1}\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u \\
& -\sum_{j=1}^{h} \sum_{q=1}^{r} M_{p j}\left(S_{j}^{-1}\right)^{q} W_{j 1} \hat{f}^{(r-q)}(t)  \tag{3.7}\\
& +\sum_{j=h+1}^{k} \sum_{i=0}^{k_{j}-1} M_{p j}\left(S_{j}\right)^{i} W_{j 1} \hat{f}^{(i+r)}(t)
\end{align*}
$$

From (3.7) and taking into account that from (2.18) one gets

$$
B\left(M_{i j}^{\prime}\right)=\left(M_{i j}^{\prime}\right) \operatorname{diag}\left(S_{1}, S_{2}, \ldots, S_{k}\right)
$$

we conclude that

$$
\begin{align*}
L[g(t)]= & -\sum_{j=1}^{h}\left\{\left[\sum_{i=1}^{p} B_{i} M_{p j}\left(S_{j}^{-1}\right)^{i}+M_{p j}\right]\right. \\
& \left.\times \exp \left(t S_{j}^{-1}\right) \int_{0}^{t} \exp \left(-u S_{j}^{-1}\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u\right\} \\
& +\sum_{j=1}^{k} M_{p j} W_{j 1} \hat{f}(t)+\sum_{z=1}^{p-1} \sum_{v=1}^{p-z} B_{z+v}\left\{\sum_{j=1}^{k} M_{p-v, j} W_{j 1}\right\} \hat{f}^{(z)}(t)  \tag{3.8}\\
& +\sum_{w=0}^{k_{j}-1} \sum_{j=h+1}^{k}\left\{\sum_{i=1}^{p} B_{i} M_{p j} S_{j}^{p-i}+M_{p j} S_{j}^{p}\right\} S_{j}^{w} W_{j 1} \hat{f}^{(p+w)}(t)
\end{align*}
$$

and

$$
\begin{aligned}
& \sum_{i=1}^{p} B_{i} M_{p j} S_{j}^{p-i}+M_{p j} S_{j}^{p}=0, \quad h+1 \leqslant j \leqslant k \\
& \sum_{i=1}^{p} B_{i} M_{p j}\left(S_{j}^{-1}\right)^{i}+M_{p j}=0, \quad 1 \leqslant j \leqslant h \\
& \sum_{j=1}^{k} M_{p j} W_{j 1}=I \\
& \sum_{j=1}^{k} M_{p-v, j} W_{j 1}=0, \quad 1 \leqslant v \leqslant p-1
\end{aligned}
$$

Hence (3.8) implies

$$
L[g(t)]=\hat{f}(t)
$$

From linearity one concludes that the general solution of (3.2)-(3.4) is given by

$$
\begin{equation*}
y(t)=\sum_{j=1}^{h} M_{p j} \exp \left(S_{j}^{-1} t\right) v_{j}+g(t), \quad v_{j} \in \mathbb{C}_{n_{j} \times 1} \tag{3.9}
\end{equation*}
$$

Taking into account the transformation defined by (2.2), one gets that the general solution of the regular system (1.1), (1.3) is given by

$$
\begin{equation*}
x(t)=\sum_{j=1}^{h} M_{p j} \exp \left(\left(\lambda_{0} I+S_{j}^{-1}\right) t\right) v_{j}+\exp \left(t \lambda_{0}\right) g(t), \quad v_{j} \in \mathbb{C}_{n_{j} \times 1} \tag{3.10}
\end{equation*}
$$

Note that (2.21) yields

$$
\begin{equation*}
M_{p j}=M_{1 j} S_{j}^{p-1}, \quad 1 \leqslant j \leqslant h . \tag{3.11}
\end{equation*}
$$

This and (3.6), (3.10), enable us to write the general solution of (1.1), (1.3) in the form

$$
\begin{align*}
x(t)= & \sum_{j=1}^{h} M_{1 j} S_{j}^{p-1} \exp \left(\left(\lambda_{0} I+S_{j}^{-1}\right) t\right) v_{j} \\
& -\sum_{j=1}^{h} M_{p j} \exp \left(\left(\lambda_{0} I+S_{j}^{-1}\right) t\right) \int_{0}^{t} \exp \left(-u S_{j}^{-1}\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u  \tag{3.12}\\
& +\exp \left(t \lambda_{0}\right) \sum_{j=h+1}^{k} M_{1 j} S_{j}^{p-1} \sum_{i=0}^{k_{j}-1} S_{j}^{i} W_{j 1} \hat{f}^{(i)}(t)
\end{align*}
$$

Note that the term appearing in the last expression of (3.12) takes the form

$$
\begin{equation*}
\exp \left(t \lambda_{0}\right) \sum_{j=h+1}^{k} \sum_{i=0}^{k_{j}-1} M_{1 j} S_{j}^{p+i-1} W_{j 1} \hat{f}^{(i)}(t) \tag{3.13}
\end{equation*}
$$

By (3.13), if $S_{j}$ is a Jordan block with index $k_{j}<p$ then since $S_{j}^{p+i-1}=0$, the terms of (3.13) corresponding to the block $S_{j}$ do not appear in (3.13). On the other hand, if $h+1 \leqslant j \leqslant k$ and $k_{j}<p$, since $S_{j}^{v}=0$ for $v \geqslant k_{j}$, if we denote by $h+1 \leqslant j_{1}<j_{2}<\ldots<j_{q} \leqslant k$ such that

$$
\begin{equation*}
k_{j_{1}}=\operatorname{Ind}\left(S_{j_{1}}\right) \geqslant p, k_{j_{2}}=\operatorname{Ind}\left(S_{j_{2}}\right) \geqslant p, \ldots, k_{j_{4}}=\operatorname{Ind}\left(S_{j_{4}}\right) \geqslant p \tag{3.14}
\end{equation*}
$$

and the other Jordan blocks $S_{j}$ with $h+1 \leqslant j \leqslant k$ have indices $k_{j}=\operatorname{Ind}\left(S_{j}\right)<p$ for

$$
\begin{equation*}
h+1 \leqslant j \leqslant k, j \neq j_{r}, 1 \leqslant r \leqslant q, k_{j}=\operatorname{Ind}\left(S_{j}\right)<p \tag{3.15}
\end{equation*}
$$

then (3.13) may be written in the form

$$
\begin{equation*}
P(t)=\exp \left(t \lambda_{0}\right) \sum_{r=1}^{q} \sum_{i=0}^{k_{j r}-p} M_{p j_{r}} S_{j_{r}}^{i} W_{j_{, 1}} \hat{f}^{(i)}(t) \tag{3.16}
\end{equation*}
$$

Apart from this simplification of (3.13), it is important to remark that we do not need to assume that $f(t)$ is a $\varrho+p-1$ times continuously differentiable function because by (3.16) the derivatives $\hat{f}^{(i)}(t)$ are unnecessary for $i>\varrho$ when $\varrho \geqslant p$, and if
$\varrho<p$, we only need to compute $p-1$ derivatives of $f(t)$. Summarizing we establish the following result:

Theorem 3. Let us observe the notation of Theorem 1, let $S_{1}, \ldots, S_{h}$ be the invertible Jordan blocks of $J$ and let $S_{h+1}, \ldots, S_{k}$ be the nilpotent Jordan blocks of $J$. Let $k_{j}$ be the index of the matrix $S_{j}$ for $h+1 \leqslant j \leqslant k$, and let $j_{r}$ for $1 \leqslant r \leqslant q$ satisfy $h+1 \leqslant j_{r} \leqslant k$ and $k_{j_{.}} \geqslant p$, and $\operatorname{Ind}\left(S_{j}\right)=k_{j}<p$ for $h+1 \leqslant j \leqslant k$ and $j \neq j_{r}, 1 \leqslant r \leqslant q$. Let $\varrho$ be defined by (3.1) and let $f(t)$ be a $w$ times continuously differentiable function where

$$
\begin{equation*}
w=\max \{p-1, \varrho\} \tag{3.17}
\end{equation*}
$$

Then the general solution of the regular problem (1.1)-(1.3) is given by

$$
\begin{align*}
x(t)= & \exp \left(t \lambda_{0}\right)\left\{\sum_{j=1}^{h} M_{p j} \exp \left(S_{j}^{-1} t\right)\right.  \tag{3.18}\\
& \left.\times\left[v_{j}-\int_{0}^{t} \exp \left(-S_{j}^{-1} u\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u\right]\right\}+P(t)
\end{align*}
$$

where $P(t)$ is defined by (3.16) and $v_{j}$ is an arbitrary vector in $\mathbb{C}_{n_{j} \times 1}$ for $1 \leqslant j \leqslant h$. If $J$ has no nilpotent blocks $S_{j}$ with index $k_{j} \geqslant p$, then $P(t)=0$.

Example 1. Let us consider the system

$$
\left[\begin{array}{cc}
1 & -1  \tag{3.19}\\
1 & -1
\end{array}\right] x^{(2)}(t)+\left[\begin{array}{cc}
-1 & 2 \\
-3 & 3
\end{array}\right] x^{\prime}(t)+\left[\begin{array}{cc}
0 & 0 \\
3 & -2
\end{array}\right] x(t)=\left[\begin{array}{c}
2 \exp (2 t) \\
\exp (2 t)
\end{array}\right]
$$

Easy computation shows that taking $\lambda_{0}=1$, the matrix $P(1)$ appearing in (1.3) satisfies $P(1)=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ and the corresponding matrices $B_{1}$ and $B_{2}$ defined in (2.3) take the form

$$
B_{1}=\left[\begin{array}{cc}
-1 & 1 \\
1 & 0
\end{array}\right], \quad B_{2}=\left[\begin{array}{cc}
1 & -1 \\
1 & -1
\end{array}\right] .
$$

In accordance with the notation of Theorem 1 we have

$$
\begin{gathered}
C=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 1 & 1 & -1 \\
-1 & 1 & -1 & 0
\end{array}\right], \quad M=\left[\begin{array}{cccc}
0 & 1 & 2 & 1 \\
-1 & 0 & 3 & 1 \\
0 & 1 & -2 & 0 \\
-1 & -1 & -3 & 0
\end{array}\right], \\
W=\left[\begin{array}{cccc}
-1 & \frac{1}{4} & \frac{5}{4} & -\frac{5}{4} \\
1 & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\
0 & -\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} \\
-1 & 1 & 2 & -1
\end{array}\right], \\
S_{1}=\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right], \quad S_{2}=(-1), \quad S_{3}=(0), \\
M_{21}=\left[\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right], \quad M_{22}=-\left[\begin{array}{l}
2 \\
3
\end{array}\right], \quad M_{23}=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \\
W_{11}=\left[\begin{array}{cc}
-1 & \frac{1}{4} \\
1 & -\frac{1}{2}
\end{array}\right], \quad W_{21}=\left[0,-\frac{1}{4}\right], \quad W_{31}=[-1,1]
\end{gathered}
$$

Note that $J=\operatorname{diag}\left(S_{1}, S_{2}, S_{3}\right)$ has no nilpotent Jordan blocks with index $k_{j} \geqslant 2$ and thus the function $P(t)$ from Theorem 3 is zero. By Theorem 3, the general solution of system (3.19) is given by

$$
x(t)=\left[\begin{array}{cc}
0 & 1 \\
-1 & t-1
\end{array}\right] \exp (2 t) v_{1}-\left[\begin{array}{l}
2 \\
3
\end{array}\right] v_{2}-\frac{1}{2}\left[\begin{array}{c}
-1 \\
t-\frac{3}{2}
\end{array}\right] \exp (2 t)
$$

where $v_{1}$ is an arbitrary vector in $\mathbb{C}_{2 \times 1}$ and $v_{2}$ is an arbitrary complex number.

## 4. Boundary value problems

Let us observe the notation of the previous sections and for the sake of convenience let us write the general solution of (1.1), (1.3) in the form

$$
\begin{equation*}
x(t)=\sum_{j=1}^{h} M_{p j} \exp \left(\left(\lambda_{0} I+S_{j}^{-1}\right) t\right) v_{j}+Q(t) \tag{4.1}
\end{equation*}
$$

where $v_{j}$ is an arbitrary vector in $\mathbb{C}_{n_{j} \times 1}$ and $Q(t)$ is given by

$$
\begin{equation*}
Q(t)=P(t)-\exp \left(t \lambda_{0}\right) \sum_{j=1}^{h} M_{p j} \int_{0}^{t} \exp \left((t-u) S_{j}^{-1}\right) S_{j}^{-1} W_{j 1} \hat{f}(u) \mathrm{d} u \tag{4.2}
\end{equation*}
$$

while $P(t)$ is given by (3.16) if $J$ has nilpotent Jordan blocks $S_{j}$ with index $k_{j} \geqslant p$, and $P(t)=0$ in the other case.

If we assume that the function $x(t)$ defined by (4.1)-(4.2) satisfies the boundary value conditions of (1.2), it follows that the vectors $v_{j}$ must verify

$$
\begin{equation*}
\sum_{s=1}^{p} \sum_{j=1}^{h} E_{i s} M_{p j}\left(\lambda_{0} I+S_{j}^{-1}\right)^{s-1} \exp \left(a_{i}\left(\lambda_{0} I+S_{j}^{-1}\right)\right) v_{j}=F_{i}-\sum_{s=1}^{p} E_{i s} Q^{(s-1)}\left(a_{i}\right) \tag{4.3}
\end{equation*}
$$

for $1 \leqslant i \leqslant q$.
Let us denote by $G_{i}$ and $S_{i j}$ the matrices

$$
\begin{align*}
S_{i j} & =\sum_{s=1}^{p} E_{i s} M_{p j}\left(\lambda_{0} I+S_{j}^{-1}\right)^{s-1} \exp \left(a_{i}\left(\lambda_{0} I+S_{j}^{-1}\right)\right), \quad 1 \leqslant i \leqslant q, 1 \leqslant j \leqslant h  \tag{4.4}\\
G_{i} & =F_{i}-\sum_{s=1}^{p} E_{i s} Q^{(s-1)}\left(a_{i}\right), \quad 1 \leqslant i \leqslant q
\end{align*}
$$

Then (4.3)-(4.4) imply that the vectors $v_{j}$ must solve the algebraic system

$$
\left(S_{i j}\right)\left[\begin{array}{c}
v_{1}  \tag{4.5}\\
\vdots \\
v_{h}
\end{array}\right]=\left[\begin{array}{c}
G_{1} \\
\vdots \\
G_{q}
\end{array}\right]
$$

where $\left(S_{i j}\right)$ is the block partitioned matrix with entries $S_{i j}$ defined in (4.4) and vectors $G_{i}$ for $1 \leqslant i \leqslant q$ are defined by (4.4).

Now by Theorem 2.3 .2 of [15], p. 24, the algebraic system (4.5) is compatible if and only if

$$
\left[I-\left(S_{i j}\right)\left(S_{i j}\right)^{+}\right]\left[\begin{array}{c}
G_{1}  \tag{4.6}\\
\vdots \\
G_{q}
\end{array}\right]=0
$$

and under the -ondition (4.6) the general solution of (4.5) is given by

$$
\left[\begin{array}{c}
v_{1}  \tag{4.7}\\
\vdots \\
v_{h}
\end{array}\right]=\left(S_{i j}\right)^{+}\left[\begin{array}{c}
G_{1} \\
\vdots \\
G_{q}
\end{array}\right]+\left[I-\left(S_{i j}\right)^{+}\left(S_{i j}\right)\right]^{D}
$$

where $D$ is an arbitrary vector in $\mathbb{C}_{d \times 1}$ with

$$
\begin{equation*}
d=\sum_{j=1}^{h} n_{j} . \tag{4.8}
\end{equation*}
$$

By the previous comments the following result has been established:

Theorem 4. Let us observe the notation of Theorem 3 and let us consider the boundary value problem (1.1)-(1.3) where $f(t)$ is a $w$ times continuously differentiable function on the intcrval $[0, a]$. If $\left(S_{i j}\right)$ and $G_{i}$ are defined by (4.4) for $1 \leqslant i \leqslant q$, $1 \leqslant j \leqslant h$, then the boundary value problem (1.1)-(1.3) is solvable if and only if the condition (4.6) is satisficd. Under this condition the general solution of the problem is given by (4.1)-(4.2), where vectors $v_{1}, \ldots, v_{h}$ are determined by (4.7) and $D$ is an arbitrary vector in $\mathbb{C}_{d \times 1}$ with $d$ defined by (4.8).
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