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#### Abstract

Summary. In this paper, two algorithms are proposed to solve systems of algebraic equations generated by a discretization procedure of the weak formulation of boundary value problems for systems of nonlinear elliptic equations. The first algorithm, Newton-CG-MG, is suitable for systems with gradient mappings, while the second, Newton-CE-MG, can be applied to more general systems. Convergence theorems are proved and application to the semiconductor device modelling is described.
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## 1. Introduction

In the preceding paper, [14], boundary value problems of the form (3.1) were studied. Conditions on the problem data, that are sufficient to define the weak formulation of the problem (3.1) and to guarantee existence of its weak solutions were shown there. Further, a discretization scheme based on numerical integration of the lower order terms only was examined and (weak) convergence of the discretized problem solutions to the weak solution of the problem (3.1) was proved.

To solve systems of nonlinear algebraic equations derived in the discretization procedure, two algorithms-Newton-CG-MG and Newton-CE-MG-are proposed in Section 4 of this paper. The algorithm Newton-CG-MG is suitable for the problems with gradient mappings and is based on the Newton method in conjuction with the method of conjugate gradients preconditioned by the variable V-cycle multigrid method. The algorithm Newton-CE-MG can be applied to more general problems. In this procedure, the Newton method is combined with the method of conjugate errors which is also preconditioned by the variable V-cycle multigrid method.

In Section 5, convergence theorems for both algorithms are proved. In both cases, the proof is based on the results of Bank and Rose [2] and recent developments of the multigrid theory [3].

In Section 6, the Van Roosbroeck's system (6.1)-(6.3) of three coupled nonlinear partial differential equations describing steady states of a semiconductor device is considered. It is shown that the algorithm Newton-CE-MG can be used for the solution of these problems and the algorithm Newton-CG-MG is also useful in some cases.

This paper together with [14] represents a method of treating boundary value problems in the form (3.1), starting with their weak formulation, up to convergent solution algorithm. As is shown, this approach can be applied to such a highly nonlinear system as the semiconductor device equations are. As far as the author knows, no similar approach to the semiconductor device equations resulting in a theoretically convergent multigrid based algorithm has been published yet. Besides, some more general results stated in Theorem 5.1 and Theorem 5.2 also seem to be new.

## 2. BaSic notation

We will use the following notation:

$$
\begin{aligned}
& \begin{array}{l}
\text { N } \\
\mathbb{R}
\end{array} \\
& \dot{\forall} \text { the set of non-negative integers, } \\
& \text { almost everywhere }, \\
& \vec{n}=\left(n_{1}, \ldots, n_{N}\right) \text { vector of outward normal. }
\end{aligned}
$$

Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain with Lipschitz boundary divided into two disjoint subsets $\Gamma_{D}$ and $\Gamma_{N}$. Suppose that $\mu_{1}\left(\Gamma_{D}\right)$-the one-dimensional Lebesgue measure of $\Gamma_{D}$-is nonzero.

For a given vector function $u=\left(u_{1}, \ldots, u_{m}\right), m \geqslant 1$, with sufficiently smooth components $u_{i}: \Omega \rightarrow \mathbb{R}, 1 \leqslant i \leqslant m$, we denote

$$
\nabla u=\left(\frac{\partial u_{1}}{\partial x_{1}}, \ldots, \frac{\partial u_{m}}{\partial x_{1}}, \frac{\partial u_{1}}{\partial x_{2}}, \ldots, \frac{\partial u_{m}}{\partial x_{2}}\right)
$$

and

$$
D^{j} u_{i}= \begin{cases}u_{i}, & j=0 \\ \partial u_{i} / \partial x_{j}, & j=1,2\end{cases}
$$

If $\xi \in \mathbb{R}^{3 m}$, we shall denote its components in the following way:

$$
\xi=\left(\xi_{10}, \ldots, \xi_{m 0}, \xi_{11}, \ldots, \xi_{m 2}\right)
$$

so that they correspond to the components of $(u, \nabla u)$.
Let $X$ be a real reflexive separable Banach space, equipped with the norm $\|\cdot\|_{X}$. The dual space of $X$ will be denoted by $X^{*}$ and the value of a continuous linear functional $F \in X^{*}$ on an element $v \in X$ will be denoted by

$$
\langle F, v\rangle_{X}
$$

Let $H$ be a finite-dimensional Hilbert space with dimension $n$ and scalar product $\langle\cdot, \cdot\rangle_{H}$. Then, as is known, there exists a symmetric positive definite mapping $D$ : $H \rightarrow H$ such that

$$
(\forall u, v \in H)\left(\langle u, v\rangle_{H}=(D u, v) \equiv(u, D v) \equiv\left(D^{1 / 2} u, D^{1 / 2} v\right)\right)
$$

where $(\cdot, \cdot)$ denotes the Euclidean scalar product $(u, v)=\sum_{i=1}^{n} u_{i} v_{i}$. We shall often write $(u, v)_{D}$ and $\|u\|_{D}$, instead of $\langle u, v\rangle_{H}$ and $\|u\|_{H}$, respectively, and denote the space $H$ by $H_{D}$. For a mapping $A: H_{D} \rightarrow H_{D}$, the norm $\|A\|_{D}$ defined by

$$
\|A\|_{D}=\sup _{\|v\|_{D}=1}(A v, v)_{D}
$$

will be used. In case $D \equiv I$, the indices in $(\cdot, \cdot)_{D}$ and $\|\cdot\|_{D}$ will be often omitted.
We also introduce here an abstract function space $V$, which will be referred to throughout the paper:

Let $1<p<\infty$. The closure of the set

$$
\left\{v \in C^{\infty}(\bar{\Omega}): v=0 \text { on } \Gamma_{D}\right\}
$$

in the norm of $W_{0}^{1, p}(\Omega)^{1}$ will be denoted by $V^{p}$. The space $V$ is defined by

$$
\begin{equation*}
V=\prod_{i=1}^{m} V^{p_{i}}, \quad 1<p_{i}<\infty, 1 \leqslant i \leqslant m \tag{2.1}
\end{equation*}
$$

and equipped with the norm

$$
\begin{equation*}
\|v\|_{V}=\left(\sum_{i=1}^{m}\left\|v_{i}\right\|_{V_{p_{i}}}^{p_{\min }}\right)^{\frac{1}{p_{\min }}}=\left(\sum_{i=1}^{m}\left(\sum_{j=1}^{N} \int_{\Omega}\left|D^{j} v_{i}\right|^{p_{i}} \mathrm{~d} x\right)^{\frac{p_{\min }}{p_{i}}}\right)^{\frac{1}{p_{\min }}} \tag{2.2}
\end{equation*}
$$

where $p_{\min }=\min \left\{p_{1}, \ldots, p_{m}\right\}$.
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## 3. Problem formulation

Let $m$ and $\Omega$ be as in Section 2 and let functions

$$
\begin{array}{rll}
a_{i j}: & \Omega \times \mathbb{R}^{3 m} \rightarrow \mathbb{R}, & i=1, \ldots, m, j=0,1,2, \\
f_{i}: & \Omega \rightarrow \mathbb{R}, & i=1, \ldots, m \\
d_{i}: & \Omega \cup \Gamma_{D} \rightarrow \mathbb{R}, & i=1, \ldots, m \\
h_{i}: & \Gamma_{N} \rightarrow \mathbb{R}, & i=1, \ldots, m
\end{array}
$$

be given. As in the preceding paper (Pospíšek [14]), we are interested in boundary value problems in the following form:

$$
\begin{align*}
&-\sum_{j=1}^{2} D^{j} a_{i j}(x ; u, \nabla u)+a_{i 0}(x ; u)=f_{i}, i=1, \ldots, m, x \in \Omega \\
& u_{i}=d_{i},  \tag{3.1}\\
& i=1, \ldots, m, x \in \Gamma_{D} \\
& \sum_{j=1}^{2} n_{j} a_{i j}(x ; u, \nabla u)=h_{i}, \\
& i=1, \ldots, m, x \in \Gamma_{N}
\end{align*}
$$

We recall that (precise meaning of the following conditions is given e.g. in Pospíšek [14]) if the functions $a_{i j}$ satisfy
(A1) Carathéodory conditions,
(A2) growth conditions with some coefficients $p_{i}>1,1 \leqslant i \leqslant m$,
(A3) coercivity condition with the same coefficients as in (A2),
(A4) condition of strict monotonicity in principal part, if the functions $d_{i}, f_{i}$ and $h_{i}$ have the properties
$(D 1) d_{i} \in W^{1, p_{i}}(\Omega), f_{i} \in L_{q_{i}}(\Omega), h_{i} \in L_{q_{i}}\left(\Gamma_{N}\right), 1 / p_{i}+1 / q_{i}=1,1 \leqslant i \leqslant m$,
if the space $V$ is defined as in Section 2 with $p_{i}, i=1, \ldots, m$, from (A2) and if a mapping $A: V \rightarrow V^{*}$ and a functional $F \in V^{*}$ are defined by (here and in the sequel we denote $\left.d=\left(d_{1}, \ldots, d_{m}\right)\right)$

$$
\begin{equation*}
(\forall u, v \in V)\left(\langle A u, v\rangle_{V}=\sum_{i=1}^{m} \sum_{j=0}^{2} \int_{\Omega} a_{i j}(x ; u+d, \nabla(u+d)) D^{j} v_{i} \mathrm{~d} x\right) \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
(\forall v \in V)\left(\langle F, v\rangle_{V}=\sum_{i=1}^{m}\left(\int_{\Omega} f_{i} v_{i} \mathrm{~d} x+\int_{\Gamma_{N}} h_{i} v_{i} \mathrm{~d} S\right)\right) \tag{3.3}
\end{equation*}
$$

then the problem

$$
\begin{align*}
& \text { Find } u \in V \text { such that } \\
& (\forall v \in V)\left(\langle A u, v\rangle_{V}=\langle F, v\rangle_{V}\right), \tag{3.4}
\end{align*}
$$

i.e. the weak formulation of the problem (3.1), can be formulated and has a solution. If, moreover, the strict monotonicity condition

$$
\begin{align*}
& (\dot{\forall} x \in \Omega)\left(\forall \xi, \eta \in \mathbb{R}^{3 m}, \xi \neq \eta\right) \\
& \quad\left(\sum_{i=1}^{m} \sum_{j=0}^{2}\left[a_{i j}(x ; \xi)-a_{i j}(x ; \eta)\right]\left(\xi_{i j}-\eta_{i j}\right)>0\right) \tag{3.5}
\end{align*}
$$

is fulfilled, the solution is unique.
Let $T_{0}$ be any conforming triangulation of $\Omega$ that is of weakly acute type-i.e. no internal angle of any triangle in $T_{0}$ is greater than $\pi / 2$. We proceed as in Pospíšek [14]:

- Choose an integer $J \geqslant 0$.
- If $J>0$, we refine $T_{0}$ by dividing each triangle $t \in T_{0}$ into four congruent triangles and thus obtain grid $T_{1}$. Applying the same procedure to the currently finest grid, we continue until the grid $T_{J}$ is generated.
- We construct dual meshes $B_{j}, 0 \leqslant j \leqslant J$, by joining the midpoints of the edges with the centre of gravity in each triangle $t \in T_{j}, 0 \leqslant j \leqslant J$. With each vertex $P \in T_{l}$ we associate a region $\omega_{P}$ consisting of those triangles $t \in T_{l}$ which have $P$ as a vertex and the so-called box $b_{P} \in B_{l}, b_{P} \subset \omega_{P}$, which consists of the union of the subregions in $\omega_{P}$ which again have $P$ as a vertex.
For further purposes, we denote

$$
\begin{aligned}
& \Omega_{j}=\left\{P \in \Omega \dot{-} \overline{\Gamma_{D}}, P \text { is a vertex of } t \in T_{j}\right\} \\
& N_{j}=\operatorname{card} \Omega_{j}
\end{aligned}
$$

for $j=0, \ldots, J$.
Now we use the finest grid $\left(T_{J}, B_{J}\right)$ to define the space $V_{J}$, a mapping $A_{J}: V_{J} \rightarrow$ $V_{J}^{*}$ and a functional $F_{J} \in V_{J}^{*}$ :

$$
\begin{aligned}
V_{J}=\{ & v \in V, v \equiv\left(v_{1}, \ldots, v_{m}\right):(\forall i, i=1, \ldots, m)\left(\forall t \in T_{J}\right) \\
& \left.\left(v_{i} \in C(\Omega)\right) \wedge\left(\left.v_{i}\right|_{t} \text { is linear }\right)\right\},
\end{aligned}
$$

$$
\begin{align*}
\left\langle A_{J} u, v\right\rangle_{V}= & \sum_{i=1}^{m} \sum_{j=1}^{2} \int_{\Omega} a_{i j}(x ; u+d, \nabla(u+d)) D^{j} v_{i} \mathrm{~d} x \\
& +\sum_{i=1}^{m} \sum_{P \in \Omega_{J}} \mu_{2}\left(b_{P}\right) a_{i 0}(P ;(u+d)(P)) v_{i}(P),  \tag{3.6}\\
\left\langle F_{J}, v\right\rangle_{V}= & \sum_{i=1}^{m} \sum_{P \in \Omega_{J}}\left(\mu_{2}\left(b_{P}\right) f_{i}(P) v_{i}(P)+\mu_{1}\left(b_{P} \cap \Gamma_{N}\right) h_{i}(P) v_{i}(P)\right) . \tag{3.7}
\end{align*}
$$

It was shown in Pospíšek [14] that if the functions $a_{i j}$ satisfy conditions (A1)-(A4) and, moreover,
(A5) for all $i, i=1, \ldots, m, a_{i 0} \in C\left(\bar{\Omega} \times \mathbb{R}^{m}\right)$,
(D2) $f_{i} \in C(\bar{\Omega}), d_{i} \in C^{1}(\bar{\Omega}), h_{i} \in C\left(\Gamma_{N}\right), i=1, \ldots, m$, then the problem

$$
\begin{align*}
& \text { Find } u^{J} \in V_{J} \text { such that } \\
& \left(\forall v \in V_{J}\right)\left(\left\langle A_{J} u^{J}, v\right\rangle_{V}=\left\langle F_{J}, v\right\rangle_{V}\right) \tag{3.8}
\end{align*}
$$

has a solution which, as $J \rightarrow \infty$, weakly converges to a solution of the problem (3.2)-(3.4).

Let $\prec$ be a complete ordering of the set $\Omega_{j}$. Define a mapping $\nu_{j}:\left\{1,2, \ldots, N_{j}\right\} \rightarrow$ $\Omega_{j}$ such that

$$
\begin{equation*}
\left(\forall k_{1}, k_{2}, 1 \leqslant k_{1}, k_{2} \leqslant N_{j}\right)\left(k_{1}<k_{2} \Leftrightarrow \nu_{j}\left(k_{1}\right) \prec \nu_{j}\left(k_{2}\right)\right) . \tag{3.9}
\end{equation*}
$$

Clearly (see e.g. Pospišek [14]), the problem (3.8) is equivalent to a system of (nonlinear) algebraic equations

$$
\begin{equation*}
g\left(u^{H}\right)=0 \quad \text { in } \mathbb{R}^{m N_{J}}, \tag{3.10}
\end{equation*}
$$

where $u^{H} \in \mathbb{R}^{m N_{J}}$ can be viewed as consisting of $m$ vectors $u_{i}^{H} \in \mathbb{R}^{N_{J}}, 1 \leqslant i \leqslant m$,

$$
u^{H}=\left(u_{1}^{H}, \ldots, u_{m}^{H}\right),
$$

with each $u_{i}^{H}$ corresponding to the nodal values of $u_{i}^{J}$, the $i$-th component of $u^{J}$ from (3.8),

$$
(\forall i, 1 \leqslant i \leqslant m)\left(\forall k, 1 \leqslant k \leqslant N_{J}\right)\left(\left(u_{i}^{H}\right)_{k}=u_{i}^{J}\left(\nu_{J}(k)\right)\right) .
$$

In this paper we describe algorithms suitable for the solution of the problem (3.10).

For this purpose we divide the set of equations in (3.10) into $m$ blocks so that each block corresponds to a discretization of one partial differential equation in (3.1). Then the system (3.10) can be written in the form

$$
\begin{align*}
& g_{1}\left(u_{1}^{H}, \ldots, u_{m}^{H}\right)=0 \\
& g_{2}\left(u_{1}^{H}, \ldots, u_{m}^{H}\right)=0  \tag{3.11}\\
& \ldots \ldots \ldots
\end{align*}
$$

where $g_{i}: \mathbb{R}^{m N_{J}} \rightarrow \mathbb{R}^{N_{J}}, 1 \leqslant i \leqslant m$. The value of the Fréchet derivative of $g(v)$ with respect to $v=\left(v_{1}, \ldots, v_{m}\right), v_{i} \in \mathbb{R}^{N_{J}}, 1 \leqslant i \leqslant m$, at a point $v_{0}$ can be expressed in the block form

$$
\begin{equation*}
g^{\prime}\left(v_{0}\right) \equiv \frac{\partial g\left(v_{0}\right)}{\partial v}=\left(\frac{\partial g_{i}\left(v_{0}\right)}{\partial v_{j}}\right)_{i, j=1, \ldots, m} \equiv\left(g_{i j}^{\prime}\left(v_{0}\right)\right)_{i, j=1, \ldots, m} \tag{3.12}
\end{equation*}
$$

In the following we shall also use the fact that the mappings $g^{\prime}\left(v_{0}\right)$ and $g_{i i}^{\prime}\left(v_{0}\right)$ can be understood as discretizations (by the method (3.6)-(3.7)) of some linear mappings

$$
\begin{equation*}
\mathcal{L}_{0}\left(v_{0}\right): V_{J} \rightarrow V_{J} \quad \text { and } \quad \mathcal{L}_{i}\left(v_{0}\right): V^{p_{i}} \rightarrow V^{p_{i}} \tag{3.13}
\end{equation*}
$$

respectively.

## 4. Solution algorithms

We will describe two algorithms-Newton-CG-MG and Newton-CE-MG. In both algorithms, the overall strategy is the same:

- Modified Newton's method is used.
- Systems of linear equations arising in this method are solved by some kind of the conjugate direction method-the conjugate gradient method and the conjugate error method (see e.g. Samarskij, Nikolajev [17, sec. 8.3]) in the case of Newton$C G-M G$ and Newton-CE-MG, respectively.
- As a preconditioner of the conjugate direction method, the variable V-cycle multigrid method is used.
Now, we describe the individual parts of the algorithms:


## Procedure Newton.

Input: $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$, where $n \in \mathbb{N}$.
Output: $k \in \mathbb{N}, u_{k} \in \mathbb{R}^{n}$, where $u_{k}$ is an approximate solution of the equation $g(x)=0$.
(N1) Choose initial approximation $u_{0}$ and $\delta \in(0,1)$.
(N2) Let $\mathcal{K} \in \mathbb{R}, \mathcal{K} \geqslant 0$. Set $\mathcal{K}:=0, \quad k:=0$, compute $g\left(u_{0}\right),\left\|g\left(u_{0}\right)\right\|$.
(N3) Choose $\varrho \in \mathbb{N}, \varrho \geqslant 1$.
In the Newton-CG-MG method, $v_{k}:=L^{C G}\left(g^{\prime}\left(u_{k}\right),-g\left(u_{k}\right), \varrho\right)$.
In the Newton-CE-MG method, $v_{k}:=L^{C E}\left(g^{\prime}\left(u_{k}\right),-g\left(u_{k}\right), \varrho\right)$.
(The mappings $L^{C G}$ and $L^{C E}$ will be defined later, see Procedure CG/CE.)
(N4) $\tau_{k}:=\left(1+\mathcal{K}\left\|g\left(u_{k}\right)\right\|\right)^{-1}$.
(N5) $u_{k+1}:=u_{k}+\tau_{k} v_{k}$, compute $g\left(u_{k+1}\right),\left\|g\left(u_{k+1}\right)\right\|$.
(N6) if ( $\left.1-\left\|g\left(u_{k+1}\right)\right\| /\left\|g\left(u_{k}\right)\right\|\right)<\tau_{k} \delta$ then
increase $\mathcal{K}$, go to (N4),
else
decrease $\mathcal{K}, \quad k:=k+1$,
endif
(N7) if (convergence) then
exit else
go to (N3)
endif
In step (N3), the mappings $L^{C G}$ and $L^{C E}$ are defined by several steps of the conjugate gradient method and the conjugate error method, respectively. As is known, both methods are special cases of the conjugate direction method and thus we will describe them both in one procedure.

## Procedure CG/CE.

Input: $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, b \in \mathbb{R}^{n}, n \in \mathbb{N}, \varrho \in \mathbb{N}$
Output: $x_{\varrho+1}$, an approximate solution of linear algebraic system $A x=b$, also denoted as

- $L^{C G}(A, b, \varrho)$ in the CG method,
- $L^{C E}(A, b, \varrho)$ in the CE method.
(CD1) Choose initial approximation $x_{0}=0$, set $r_{0}:=-b \equiv A x_{0}-b$.
(CD2) In the CG method, $w_{0}:=B^{C G} r_{0}, \sigma_{1}:=\left(r_{0}, w_{0}\right) /\left(A w_{0}, w_{0}\right)$.
In the CE method, $w_{0}:=B^{C E} r_{0}, \sigma_{1}:=\left(r_{0}, r_{0}\right) /\left(A w_{0}, r_{0}\right)$.
(The mappings $B^{C G}$ and $B^{C E}$ will be defined later, see (4.8), (4.9).)
(CD3) $x_{1}:=x_{0}-\sigma_{1} w_{0}$.
(CD4) For $k=1,2, \ldots, \varrho$,
$r_{k}:=A x_{k}-b$.

In the CG method,

$$
\begin{aligned}
w_{k} & :=B^{C G} r_{k}, \quad \sigma_{k+1}=\frac{\left(r_{k}, w_{k}\right)}{\left(A w_{k}, w_{k}\right)} \\
\alpha_{k+1} & =\left(1-\frac{\sigma_{k+1}}{\sigma_{k}} \frac{\left(r_{k}, w_{k}\right)}{\left(r_{k-1}, w_{k-1}\right)} \frac{1}{\alpha}\right)^{-1}
\end{aligned}
$$

In the CE method,

$$
\begin{aligned}
w_{k} & :=B^{C E} r_{k}, \quad \sigma_{k+1}=\frac{\left(r_{k}, r_{k}\right)}{\left(A w_{k}, r_{k}\right)} \\
\alpha_{k+1} & =\left(1-\frac{\sigma_{k+1}}{\sigma_{k}} \frac{\left(r_{k}, r_{k}\right)}{\left(r_{k-1}, r_{k-1}\right)} \frac{1}{\alpha}\right)_{k}^{-1}
\end{aligned}
$$

In both cases:

$$
x_{k+1}:=\alpha_{k+1}\left(x_{k}-\sigma_{k} w_{k}\right)+\left(1-\alpha_{k+1}\right) x_{k-1}
$$

We will often write $A_{k}$ instead of $g^{\prime}\left(u_{k}\right)$ and $L_{k}^{C G} b$ and $L_{k}^{C E} b$ instead of $L^{C G}\left(A_{k}, b, \varrho\right)$ and $L^{C E}\left(A_{k}, b, \varrho\right)$, respectively.

In the above procedure, the mappings $B^{C G}$ and $B^{C E}$ representing the so-called preconditioning remain to be defined. In both cases, this is done by means of the socalled variable V-cycle multigrid method, see e.g. Bramble, Pasciak, Xu [3]. Hence, before specifying those mappings, we shall describe briefly the multigrid method.

## Procedure MG.

Input:

- An integer $J \geqslant 0$.
- Finite-dimensional Hilbert spaces $H_{j}, j=0,1, \ldots, J$, with the scalar product in $H_{j}$ denoted by $(\cdot, \cdot)_{j}$.
- Symmetric positive definite mappings

$$
\begin{equation*}
\mathcal{A}_{j}: H_{j} \rightarrow H_{j}, \quad j=0,1, \ldots, J \tag{4.1}
\end{equation*}
$$

- Linear mappings

$$
\mathcal{I}_{j}: H_{j-1} \rightarrow H_{j}, \quad j=1, \ldots, J
$$

- Mappings

$$
\mathcal{P}_{j-1}: H_{j} \rightarrow H_{j-1}, \quad \mathcal{P}_{j-1}^{o}: H_{j} \rightarrow H_{j-1}, \quad j=1, \ldots, J
$$

defined for $j=1, \ldots, J$ by $\left(\forall \psi \in H_{j}\right)\left(\forall \varphi \in H_{j-1}\right)$

$$
\left(\mathcal{A}_{j-1} \mathcal{P}_{j-1} \psi, \varphi\right)_{j-1}=\left(\mathcal{A}_{j} \psi, \mathcal{I}_{j} \varphi\right)_{j}, \quad\left(\mathcal{P}_{j-1}^{o} \psi, \varphi\right)_{j-1}=\left(\psi, \mathcal{I}_{j} \varphi\right)_{j}
$$

- Linear mappings $\mathcal{R}_{j}: H_{j} \rightarrow H_{j}, j=1, \ldots, J$.
- Integers $n(j), j=0, \ldots, J$, such that

$$
\begin{equation*}
\left(\exists \beta_{0}>1\right)\left(\exists \beta_{1} \geqslant \beta_{0}\right)(\forall j, j=1, \ldots, J) \quad\left(\beta_{0} n(j) \leqslant n(j-1) \leqslant \beta_{1} n(j)\right) \tag{4.2}
\end{equation*}
$$

is valid.
Output: Mappings $M_{j}: H_{j} \rightarrow H_{j}, j=0, \ldots, J$.
Mappings are defined by induction. Set $M_{0}:=A_{0}^{-1}$. Assume that $0<j \leqslant J$, $M_{j-1}$ has been defined and $f \in H_{j}, y^{0}, \ldots, y^{2 n(j)} \in H_{j}$. We define $M_{j} f$ as follows:
(MG1) $y^{0}:=0$.
(MG2) for $l=1, \ldots, n(j)$

$$
\begin{equation*}
y^{l}:=y^{l-1}+\mathcal{R}_{j}\left(f-\mathcal{A}_{j} y^{l-1}\right) . \tag{4.3}
\end{equation*}
$$

(MG3) $y^{n(j)}:=y^{n(j)}+\mathcal{I}_{j} q$, where

$$
\begin{equation*}
q:=M_{j-1}\left[\mathcal{P}_{j-1}^{o}\left(f-\mathcal{A}_{j} y^{n(j)}\right)\right] . \tag{4.4}
\end{equation*}
$$

(MG4) for $l=n(j)+1, \ldots, 2 n(j)$

$$
\begin{equation*}
y^{l}:=y^{l-1}+\mathcal{R}_{j}\left(f-\mathcal{A}_{j} y^{l-1}\right) \tag{4.5}
\end{equation*}
$$

(MG5) $M_{j} f:=y^{2 n(j)}$.
Having described the multigrid method, we shall now specify the mappings $B^{C G}$ and $B^{C E}$ from the Procedure CG/CE.

In the $k$-th Newton step of the algorithm Newton-CG-MG we take:

- $J$ from the discretization procedure, see e.g. (3.8).
- $H_{j}=\mathbb{R}^{m N_{j}}, 0 \leqslant j \leqslant J$, with the scalar product

$$
\begin{equation*}
\left(\forall u, v \in H_{j}\right)\left((u, v)_{H_{j}}=\sum_{l=1}^{N_{j}} \mu_{2}\left(b_{\nu_{j}(l)}\right) \sum_{i=1}^{m} u_{N_{j}(i-1)+l} v_{N_{j}(i-1)+l}\right) \tag{4.6}
\end{equation*}
$$

where $\nu_{j}$ is the mapping from (3.9).

- Mappings $\mathcal{A}_{j}, j=0, \ldots, J$, defined as the discretization of the mapping $\mathcal{L}_{0}\left(u_{k}\right)$ on the grids $\left(T_{j}, B_{j}\right)$ by the method (3.6)-(3.7), with $u_{k}$ from the Procedure

Newton and $\mathcal{L}_{0}$ defined as in (3.13). (Here we must ensure symmetry and positive definiteness of $\mathcal{A}_{j}$.)

- $\mathcal{I}_{j}, j=1, \ldots, J$, as linear interpolations from grid $T_{j-1}$ to $T_{j}$.
- $\mathcal{R}_{j}$ such that they correspond to one sweep of the symmetric Gauss-Seidel method: if we write $\mathcal{A}_{j}$ from (4.1) in the form $\mathcal{A}_{j}=L_{j}+D_{j}+L_{j}^{T}$, where $L_{j}$ is a strictly lower triangular and $D_{j}$ a diagonal matrix, we set

$$
\begin{equation*}
\mathcal{R}_{j} \equiv\left(L_{j}^{T}+D_{j}\right)^{-1} D_{j}\left(L_{j}+D_{j}\right)^{-1} \tag{4.7}
\end{equation*}
$$

- $n(J)=1, n(j)=2 n(j+1), j=0, \ldots, J-1$.

We denote the mapping from the Procedure MG with the above settings by $M_{J}^{(0, k)}$ and put

$$
\begin{equation*}
B^{C G}=M_{J}^{(0, k)} \tag{4.8}
\end{equation*}
$$

In the $k$-th Newton step of the algorithm Newton-CE-MG we shall apply the Procedure MG $m$ times. For $i=1, \ldots, m$, we take:

- $J$ from the discretization procedure, see e.g. (3.8).
- $H_{j}=\mathrm{R}^{N_{j}}, 0 \leqslant j \leqslant J$, as in (4.6)-case $m=1$.
- Mappings $\mathcal{A}_{j}, j=0, \ldots, J$, defined as the discretization of the mapping $\mathcal{L}_{i}\left(u_{0}\right)$ on the grids $\left(T_{j}, B_{j}\right)$ by the method (3.6)-(3.7) with $u_{0}$ from step (N1) of the Procedure Newton and $\mathcal{L}_{i}$ defined as in (3.13). (Note that here we must ensure symmetry and positive definiteness of the diagonal blocks of the original Jacobian only.)
- $\mathcal{I}_{j}, \mathcal{R}_{j}$ and $n(j)$ as in the algorithm Newton-CG-MG.

We denote the mappings $M_{J}$ from the Procedure MG with each of these $m$ settings just described by $M_{J}^{(i)}, i=1, \ldots, m$. Then we set

$$
B^{C E}=\left(\begin{array}{cccc}
M_{J}^{(1)} & 0 & \ldots & 0  \tag{4.9}\\
0 & M_{J}^{(2)} & \ldots & 0 \\
\ldots & & & \ldots \\
0 & 0 & \ldots & M_{J}^{(m)}
\end{array}\right) A_{k}^{T} .
$$

(Recall our notation $A_{k} \equiv g^{\prime}\left(u_{k}\right)$.) Note that for the solution of linear systems in the algorithm Newton-CE-MG, the multigrid method is applied to the same set of matrices in every Newton step.

## 5. Convergence theorems

In this section we state our two main convergence theorems, Theorem 5.1 and Theorem 5.2. Proofs of these two theorems are very similar, but in fact, different lemmas have to be utilized.

Theorem 5.1. (Convergence of the algorithm Newton-CG-MG.) Consider the problem (3.1) and suppose that the assumptions (A1)-(A5), (D1), (D2), strong monotonicity condition

$$
\begin{align*}
& \left(\exists C_{0}>0\right)(\dot{\forall} x \in \Omega)\left(\forall \xi, \eta \in \mathbb{R}^{3 m}\right) \\
& \qquad \sum_{i=1}^{m} \sum_{j=0}^{2}\left[a_{i j}(x ; \xi)-a_{i j}(x ; \eta)\right]\left(\xi_{i j}-\eta_{i j}\right)>C_{0} \sum_{i=1}^{m} \sum_{j=1}^{2}\left(\xi_{i j}-\eta_{i j}\right)^{2} \tag{5.1}
\end{align*}
$$

and symmetry condition

$$
(\dot{\forall} x \in \Omega)\left(\forall \xi \in \mathbb{R}^{3 m}\right)(\forall i, k, i, k=1, \ldots, m)(\forall j, l, j, l=0,1,2)
$$

$$
\begin{equation*}
\left(\frac{\partial a_{i j}(x ; \xi)}{\partial \xi_{k l}}=\frac{\partial a_{k l}(x ; \xi)}{\partial \xi_{i j}}\right) \tag{5.2}
\end{equation*}
$$

are valid. Let grids $\left(T_{j}, B_{j}\right), j=0, \ldots, J$, on $\Omega$ be given. As shown above, the problem in the form (3.2)-(3.4) is well-defined and we can look for a solution of its approximation in the form (3.6)-(3.8). This leads to a system of algebraic equations in the form (3.10):

$$
\begin{equation*}
g(u)=0 \quad \text { in } \quad \mathbb{R}^{m N_{J}} \tag{5.3}
\end{equation*}
$$

Choose an arbitrary element $u_{0} \in \mathbb{R}^{m N_{J}}$. If $u_{k}, k \geqslant 0$, are defined by the algorithm Newton-CG-MG applied to the system (5.3) and $S_{0}$ denotes the set

$$
\begin{equation*}
S_{0}=\left\{u \in H_{J}:\|g(u)\| \leqslant\left\|g\left(u_{0}\right)\right\|\right\} \tag{5.4}
\end{equation*}
$$

then

1. $(\forall k \geqslant 1)\left(u_{k} \in S_{0}\right)$, the sequence of norms $\left\|g\left(u_{k}\right)\right\|$ is strictly decreasing and

$$
\lim _{k \rightarrow \infty}\left\|g\left(u_{k}\right)\right\|=0
$$

2. $\left(\exists u^{*} \in S_{0}\right)\left(u^{*}=\lim _{k \rightarrow \infty} u_{k}\right) \wedge\left(g\left(u^{*}\right)=0\right)$.
3. Let

$$
\begin{equation*}
\chi_{k}=\left\|\left(I-g^{\prime}\left(u_{k}\right) L_{k}^{C G}\right) g\left(u_{k}\right)\right\| /\left\|g\left(u_{k}\right)\right\| . \tag{5.5}
\end{equation*}
$$

If

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \chi_{k}=0 \tag{5.6}
\end{equation*}
$$

or

$$
\begin{equation*}
(\exists r \in(0,1])\left(\forall k>k_{0}\right)\left(\chi_{k} \leqslant C_{3}\left\|g\left(u_{k}\right)\right\|^{r}\right) \tag{5.7}
\end{equation*}
$$

is valid, then the convergence is superlinear or of the order $r+1$, respectively.

Theorem 5.2. (Convergence of the algorithm Newton-CE-MG.) Suppose that all the assumptions of Theorem 5.1 except the strong monotonicity condition (5.1) are valid. Again, we consider a system of algebraic equations in the form (3.10) obtained in the same way as in Theorem 5.1,

$$
\begin{equation*}
g(u)=0 \quad \text { in } \quad \mathbb{R}^{m N_{J}} \tag{5.8}
\end{equation*}
$$

Suppose that

- $(\forall i, i=1, \ldots, m)\left(\exists C_{i}>0\right)(\dot{\forall} x \in \Omega)$

$$
\begin{align*}
& \left(\forall \xi, \eta \in \mathbb{R}^{3 m}:(\forall j, k, j=1, \ldots, m, k=0,1,2)(j \neq i)\left(\xi_{j k}=\eta_{j k}\right)\right. \\
& \left(\sum_{j=0}^{2}\left[a_{i j}(x ; \xi)-a_{i j}(x ; \eta)\right]\left(\xi_{i j}-\eta_{i j}\right)>C_{i} \sum_{j=0}^{2}\left(\xi_{i j}-\eta_{i j}\right)^{2}\right) \tag{5.9}
\end{align*}
$$

- in place of (5.2) only the following condition is valid

$$
\begin{gathered}
(\dot{\forall} x \in \Omega)\left(\forall \xi \in \mathbb{R}^{3 m}\right)(\forall i, i=1, \ldots, m)(\forall j, l, j, l=0,1,2) \\
\left(\frac{\partial a_{i j}(x ; \xi)}{\partial \xi_{i l}}=\frac{\partial a_{i l}(x ; \xi)}{\partial \xi_{i j}}\right)
\end{gathered}
$$

- there is an element $u_{0} \in \mathbb{R}^{m N_{J}}$ such that
$(S 1) \quad\left(\forall u \in \mathbb{R}^{m N_{J}}:\|g(u)\| \leqslant\left\|g\left(u_{0}\right)\right\|\right)\left(g^{\prime}(u)\right.$ is a regular mapping $)$.

Then, if $u_{k}, k \geqslant 0$, are defined by the algorithm Newton-CE-MG applied to the system (5.8), the assertions of Theorem 5.1 (with $L_{k}^{C E}$ instead of $L_{k}^{C G}$ in (5.5), of course) apply.

Remark 5.1. Our proofs are based on Theorem 1 in Bank, Rose [2] stating that the above assertions are guaranteed by the following conditions:
(A-N1) The set $S_{0}=\left\{u \in H_{J}:\|g(u)\| \leqslant\left\|g\left(u_{0}\right)\right\|\right\}$ is bounded.
(A-N2) The mapping $g$ is Fréchet differentiable and

$$
\left(\forall u \in S_{0}\right)\left(g^{\prime}(u) \text { is regular and continuous }\right)
$$

(A-N3) The mapping $L_{k}$ from (N3) satisfies

$$
\left(\exists C_{1}>0\right)\left(\forall u \in S_{0}\right)(\forall k \in N)\left(\left\|L_{k}\right\| \leqslant C_{1}\right) .
$$

$$
\text { Denote } S_{1}=\left\{u:\|u\| \leqslant \sup _{v \in S_{0}}\|v\|+C_{1}\left\|g\left(u_{0}\right)\right\|\right\}
$$

(A-N4) $\left(\exists C_{2}>0\right)\left(\forall u, v \in S_{1}\right)\left(\left\|g^{\prime}(u)-g^{\prime}(v)\right\| \leqslant C_{2}\|u-v\|\right)$.
(A-N5) $\chi_{0} \in(0,1)$ and $(\forall k \geqslant 1)\left(\chi_{k} \leqslant \chi_{0}\right)$, where $\chi_{k}$ is defined as in (5.5)
Note that, as discussed in [2, Section 3], other conditions mentioned in [2, Theorem 1] are satisfied automatically by the Procedure Newton. But before starting to verify these conditions, we shall prove some lemmas concerning the algorithms $C G, C E$ and $M G$ :

Lemma 5.1. Let the assumptions of Theorem 5.1 be valid. Then, if $u_{k}, k \geqslant$ 0 , are defined by the algorithm Newton-CG-MG applied to the system (5.3), the following is valid:

$$
\begin{gather*}
(\forall k, k \leqslant 0)\left(M_{J}^{(0, k)} \text { is symmetric, positive definite }\right) .  \tag{5.11}\\
(\forall k, k \leqslant 0)\left(\exists \gamma_{1}^{G}, \gamma_{2}^{G}>0\right)\left(\forall v \in \mathbb{R}^{m N_{J}}\right) \\
\left(\gamma_{1}^{G}\left(A_{k} v, v\right) \leqslant\left(A_{k} M_{J}^{(0, k)} A_{k} v, v\right) \leqslant \gamma_{2}^{G}\left(A_{k} v, v\right)\right) . \tag{5.12}
\end{gather*}
$$

Proof. Assertion (5.11). It is easy to show that the conditions (5.1) and (5.2) ensure that

$$
\left(\forall u \in \mathbb{R}^{m N_{J}}\right)\left(g^{\prime}(u) \text { is symmetric, positive definite }\right)
$$

and thus the application of the Procedure MG makes sense. Further, Theorem 5 in Bramble, Pasciak and Xu [3] states that if
the spectrum of the operator $\left(I-\mathcal{R}_{j} \mathcal{A}_{j}\right)\left(I-\mathcal{R}_{j}^{T} \mathcal{A}_{j}\right)$
is in the interval $[0,1)$,
then $M_{J}$ is symmetric, positive definite. In [3], see text near (3.4), Bramble, Pasciak and Xu also say that the condition (5.13) immediately follows from the condition
(A-MG1) $\left(\exists C_{R}>0\right)(\forall j, j=1, \ldots, J)\left(\forall u \in H_{j}\right)$

$$
\begin{equation*}
\frac{\|u\|_{j}^{2}}{\lambda_{j}} \leqslant C_{R}\left(I-\left(I-\mathcal{R}_{j} \mathcal{A}_{j}\right)\left(I-\mathcal{R}_{j}^{T} \mathcal{A}_{j}\right) \mathcal{A}_{j}^{-1} u, u\right)_{j} \tag{5.14}
\end{equation*}
$$

where $\lambda_{j}$ is the greatest eigenvalue of the matrix $\mathcal{A}_{j}$ in question.
As is shown e.g. in Pospíšek [13], proof of Th.8.1, the settings of the algorithm $M_{J}^{(0, k)}$ are such that for all $k, k \geqslant 0$, the condition (A-MG1) is satisfied, so the assertion (5.11) holds.

- Assertion (5.12). Theorem 6 in [3] states that the assertion (5.12) is valid if the conditions (A-MG1) and
(A-MG2) $(\exists \alpha, 0<\alpha \leqslant 1)\left(\exists C_{\alpha}>0\right)(\forall j, j=1, \ldots, J)\left(\forall u \in H_{j}\right)$

$$
\begin{equation*}
\left|\left(\mathcal{A}_{j}\left(I-\mathcal{I}_{j} \mathcal{P}_{j-1}\right) u, u\right)_{j}\right| \leqslant C_{\alpha}\left(\frac{\left\|\mathcal{A}_{j} u\right\|_{j}^{2}}{\lambda_{j}}\right)^{\alpha}\left(\mathcal{A}_{j} u, u\right)_{j}^{1-\alpha} \tag{5.15}
\end{equation*}
$$

are satisfied. For verification of the condition (A-MG2), again see e.g. Pospíšek [13], proof of Th. 8.1.

Lemma 5.2. Let the assumptions of Theorem 5.2 be valid. Then for any $u_{0} \in \mathbb{R}^{m N_{J}}$ the following holds:

$$
\begin{equation*}
(\forall l, l=1, \ldots, m)\left(M_{J}^{(l)} \text { is symmetric, positive definite }\right) . \tag{5.16}
\end{equation*}
$$

$$
(\forall l, l=1, \ldots, m)\left(\exists \gamma_{1}^{E}, \gamma_{2}^{E}>0\right)\left(\forall v \in \mathbb{R}^{N_{J}}\right)
$$

$$
\begin{equation*}
\left(\gamma_{1}^{E}\left(\mathcal{A}_{J}^{(i)} v, v\right) \leqslant\left(\mathcal{A}_{J}^{(i)} M_{J}^{(l)} \mathcal{A}_{J}^{(i)} v, v\right) \leqslant \gamma_{2}^{E}\left(\mathcal{A}_{J}^{(i)} v, v\right)\right) \tag{5.17}
\end{equation*}
$$

where $\mathcal{A}_{J}^{(i)}$ denotes the mapping $\mathcal{A}_{J}$ as used in the definition of the mapping $M_{J}^{(i)}$.
Proof. Similarly as in the proof of Lemma 5.1, the conditions (5.9) and (5.10) imply that (for the meaning of $g_{i i}$, see (3.12))

$$
(\forall i, 1 \leqslant i \leqslant m)\left(\forall u \in \mathbb{R}^{m N_{J}}\right)\left(g_{i i}^{\prime}(u) \text { is symmetric, positive definite }\right)
$$

and thus the mappings $M_{j}^{(i)}, i=1, \ldots, m$, are well-defined. Now we can go, for $i=1, \ldots, m$, through the same steps as in the proof of Lemma 5.1 and complete the proof of Lemma 5.2.

Lemma 5.3. a) Let the assumptions of Theorem 5.1 be valid. If $u_{k}$ are defined by the algorithm Newton-CG-MG applied to the system (5.3), then

$$
\left(\forall f \in H_{J}\right)(\forall k \in N)\left(\forall u_{k} \in S_{0}\right)
$$

$$
\begin{equation*}
\left(\exists q_{r, k} \in[0,1)\right)\left(\left\|\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right\|_{A_{k}} \leqslant q_{r, k}\left\|A_{k}^{-1} f\right\|_{A_{k}}\right) . \tag{5.18}
\end{equation*}
$$

b) Let the assumptions of Theorem 5.2 be valid. If $u_{k}$ are defined by the algorithm Newton-CE-MG applied to the system (5.8) and $B_{0} \equiv B^{C E}\left(A_{k}^{T}\right)^{-1}$ then

$$
\left(\forall f \in H_{J}\right)(\forall k \in N)\left(\forall u_{k} \in S_{0}\right)
$$

$$
\begin{equation*}
\left(\exists \bar{q}_{r, k} \in[0,1)\right)\left(\left\|\left(L_{k}^{C E}-A_{k}^{-1}\right) f\right\|_{B_{0}} \leqslant \bar{q}_{r, k}\left\|A_{k}^{-1} f\right\|_{B_{0}}\right) \tag{5.19}
\end{equation*}
$$

Remark 5.2. Note that the algorithms in the Procedure CG/CE start with zero initial approximation. In fact, Lemma 5.3 says that the algorithms proposed to solve the appropriate systems of linear equations are-under given conditionsalways convergent.

Proof of Lemma 5.3. The proof is based on the convergence theorem for general two-step conjugate direction methods, see e.g. Samarskij, Nikolajev [17, p. 355], applied to special cases of the conjugate gradient method and the congujate error method.

In the case of the conjugate gradient method the theorem from [17] mentioned above says that if

$$
\begin{equation*}
A: H \rightarrow H, B^{C G}: H \rightarrow H \quad \text { are symmetric, positive definite, } \tag{5.20}
\end{equation*}
$$

and if $x_{\varrho+1}$ are defined by the Procedure CG from Section 4, then

$$
\lim _{\varrho \rightarrow \infty}\left\|L^{C G}(A, b, \varrho)-A^{-1} b\right\|=0
$$

and

$$
\begin{equation*}
\left\|x_{\varrho+1}-A^{-1} b\right\|_{A} \leqslant q_{r}\left\|x_{0}-A^{-1} b\right\|_{A} \tag{5.21}
\end{equation*}
$$

with $q_{r} \in[0,1)$. Further, this $q_{r}$ can be expressed in terms of $\gamma_{1}, \gamma_{2}$ for which the following is valid:

$$
\begin{equation*}
\left(\exists \gamma_{1}, \gamma_{2}>0\right)(\forall v \in H)\left(\gamma_{1}(A v, v) \leqslant\left(A B^{C G} A v, v\right) \leqslant \gamma_{2}(A v, v)\right) \tag{5.22}
\end{equation*}
$$

In the case of the conjugate error method the conditions (5.20) are replaced by

$$
\begin{equation*}
A: H \rightarrow H \text { is an arbitrary regular mapping, } \tag{5.23}
\end{equation*}
$$

$$
\begin{equation*}
B_{0} \equiv B^{C E}\left(A^{T}\right)^{-1}, B_{0}: H \rightarrow H \quad \text { is symmetric, positive definite } \tag{5.24}
\end{equation*}
$$

and the estimate (5.21) is replaced by

$$
\begin{equation*}
\left\|x_{\varrho+1}-A^{-1} b\right\|_{B_{0}} \leqslant \bar{q}_{r}\left\|x_{0}-A^{-1} b\right\|_{B_{0}} \tag{5.25}
\end{equation*}
$$

with $\bar{q}_{r} \in[0,1)$. Here $\bar{q}_{r}$ can also be expressed in terms of $\gamma_{1}, \gamma_{2}$ for which the following is valid:

$$
\begin{equation*}
\left(\exists \gamma_{1}, \gamma_{2}>0\right)(\forall v \in H)\left(\gamma_{1}\left(B_{0} v, v\right) \leqslant\left(A^{T} A v, v\right) \leqslant \gamma_{2}\left(B_{0} v, v\right) .\right) \tag{5.26}
\end{equation*}
$$

The assertion a) now follows from Lemma 5.1 which ensures the validity of the conditions (5.20), and from the fact that $x_{0}=0$ in the Procedure CG. Similarly, the assertion b) follows from Lemma 5.2 which ensures the validity of the conditions (5.23) and (5.24), and from setting $x_{0}=0$ in the Procedure CE.

Lemma 5.4. (Ortega, Rheinboldt [12, Th. 5.4.3, p. 142]) Let $g: D \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuously differentiable mapping on an open convex subset $D_{0} \subset D$. Then

$$
g \text { is strongly monotone in } D_{0}
$$

iff

$$
(\exists \gamma>0)\left(\forall u \in D_{0}\right)\left(\forall \xi \in \mathbb{R}^{n}\right)\left(\left(g^{\prime}(u) \xi, \xi\right) \geqslant \gamma(\xi, \xi)\right) .
$$

Lemma 5.5. (Samarskij, Nikolajev [17, Th. 2, p. 227]) Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a symmetric positive definite mapping and let $\delta>0$ be such that

$$
\left(\forall \xi \in \mathbb{R}^{n}\right)((A \xi, \xi) \geqslant \delta(\xi, \xi))
$$

Then the norm of the mapping $A^{-1}$ inverse to $A$ can be estimated by

$$
\left\|A^{-1}\right\| \leqslant \delta^{-1}
$$

Proof of Theorem 5.1. We shall show that the conditions (A-N1)-(A-N5) are satisfied.
(A-N1) The coercivity of the mapping $A$ in (3.2) clearly implies that $g$ is coercive. Rearranging the well-known Schwarz inequality to the form

$$
(g(v), v) /\|v\| \leqslant\|g(v)\| \quad(v \neq 0)
$$

we see that $\|g(v)\| \rightarrow \infty$ as $\|v\| \rightarrow \infty$. Assume that the set $S_{0}$ in (A-N1) is not bounded. Then there exists a sequence

$$
\left\{v_{\nu}: v_{\nu} \in S_{0}\right\}_{\nu \geqslant 1}, \quad\left\|v_{\nu}\right\| \rightarrow \infty
$$

and thus, by coercivity, also $\left\|g\left(v_{\nu}\right)\right\| \rightarrow \infty$. But this is a contradiction with the definition of $S_{0}$.
(A-N2) Differentiability of $g(u)$ and continuity of $g^{\prime}(u)$ on $S_{0}$ follow from smoothness of the functions $a_{i j}$ in (3.1). Regularity and even symmetry and positive definiteness of $g^{\prime}(u)$ were already stated in Lemma 5.1.
(A-N3) We start with the triangle inequality

$$
\begin{equation*}
\left\|L_{k}^{C G}\right\| \leqslant\left\|L_{k}^{C G}-A_{k}^{-1}\right\|+\left\|A_{k}^{-1}\right\| . \tag{5.27}
\end{equation*}
$$

The mapping $g$ is strongly monotone in $S_{0}$ and thus by Lemma 5.4

$$
\begin{equation*}
(\exists \gamma>0)\left(\forall v \in S_{0}\right)\left(\forall \xi \in V_{J}\right)\left(\left(g^{\prime}(v) \xi, \xi\right) \geqslant \gamma\|\xi\|^{2}\right) \tag{5.28}
\end{equation*}
$$

Hence

$$
\begin{equation*}
(\exists \gamma>0)(\forall k \in \mathbb{N})\left(\forall \xi \in V_{J}\right)\left(\left(A_{k} \xi, \xi\right) \geqslant \gamma\|\xi\|^{2}\right) . \tag{5.29}
\end{equation*}
$$

Then, by Lemma 5.5,

$$
\begin{equation*}
\left(\forall u \in S_{0}\right)\left(\left\|A_{k}^{-1}\right\| \leqslant \gamma^{-1}\right) . \tag{5.30}
\end{equation*}
$$

Now we shall show the uniform boundedness of $\left\|L_{k}^{C G}-A_{k}^{-1}\right\|$. From Lemma 5.3 we have

$$
\begin{equation*}
\left(\forall f \in V_{J}\right)(\forall k \in \mathbb{N})\left(\left\|\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right\|_{A_{k}} \leqslant q_{r, k}\left(\left\|A_{k}^{-1} f\right\|_{A_{k}}\right)\right. \tag{5.31}
\end{equation*}
$$

with $q_{r, k} \in[0,1)$. To estimate the left-hand side of this inequality from below, we use Lemma 5.4. We obtain (for $\gamma$ see in (5.29))

$$
\begin{align*}
& \left(\forall f \in V_{J}\right)(\forall k \in \mathbb{N}) \\
& \quad\left(\left\|\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right\|_{A_{k}} \equiv\left(A_{k}\left(L_{k}^{C G}-A_{k}^{-1}\right) f,\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right)^{1 / 2}\right. \\
& \left.\quad \geqslant \gamma^{1 / 2}\left\|\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right\|\right) \tag{5.32}
\end{align*}
$$

To estimate the right-hand side of the inequality (5.31) from above, we use Lemma 5.5 with $\gamma$ from (5.29) used instead of $\delta$. By Lemma 5.5, this constant does not depend on $k$, hence

$$
\begin{align*}
& \left(\forall f \in V_{J}\right)(\forall k \in \mathbb{N}) \\
& \quad q_{r, k}\left\|A_{k}^{-1} f\right\|_{A_{k}}=q_{r, k}\left(f, A_{k}^{-1} f\right)^{1 / 2}<\left\|A_{k}^{-1}\right\|^{1 / 2}\|f\| \leqslant \gamma^{-1 / 2}\|f\| . \tag{5.33}
\end{align*}
$$

Substituting inequalities (5.32) and (5.33) into (5.31) gives

$$
\left\|\left(L_{k}^{C G}-A_{k}^{-1}\right) f\right\|<\gamma^{-1}\|f\|
$$

and thus

$$
\begin{equation*}
\left(\forall f \in V_{J}\right)(\forall k \in \mathbb{N})\left\|L_{k}^{C G}-A_{k}^{-1}\right\|<\gamma^{-1} \tag{5.34}
\end{equation*}
$$

The assumption (A-N3) now follows from (5.27), (5.30) and (5.34).
(A-N4) Follows from the smoothness of the coefficients $a_{i j}$, as in (A-N2).
(A-N5) Note that the value of $\chi_{k}$ can be computed easily in practice:

$$
\chi_{k}=\left\|g\left(u_{k}\right)+g^{\prime}\left(u_{k}\right) v_{k}\right\| /\left\|g\left(u_{k}\right)\right\|
$$

where $v_{k} \equiv L^{C G}\left(-g\left(u_{k}\right)\right)$ from the step (N3) of the algorithm Newton. For example, to obtain the convergence of $(p+1)$-st order, $p \in(0,1]$, we stop the algoritm $C G-M G$ when

$$
\chi_{k} \leqslant \chi_{0}\left(\left\|g\left(u_{k}\right)\right\| /\left\|g\left(u_{0}\right)\right\|\right)^{p}
$$

Proof of Theorem 5.2. We will show that the conditions (A-N1)-(A-N5) are satisfied.
(A-N1) The same as in the proof of Theorem 5.1.
(A-N2) Differentiability of $g(u)$ and continuity of $g^{\prime}(u)$ on $S_{0}$ follow from smoothness of the functions $a_{i j}$ in (3.1), regularity of $g^{\prime}(u)$ is the assumption of our theorem.
(A-N3) We start with the triangle inequality

$$
\begin{equation*}
\left\|L_{k}^{C E}\right\| \leqslant\left\|L_{k}^{C E}-A_{k}^{-1}\right\|+\left\|A_{k}^{-1}\right\| . \tag{5.35}
\end{equation*}
$$

The mapping $D: v \mapsto\left\|g^{\prime}(v)^{-1}\right\|$ is continuous for $v \in S_{0}$ and, due to the fact that $S_{0}$ is a bounded and closed set in a finite-dimensional space (and hence is compact), $D$ attains its maximum $C_{A}$ on $S_{0}$. We have

$$
\begin{equation*}
(\forall k \in \mathbb{N})\left(\forall u_{k} \in S_{0}\right)\left(\left\|A_{k}^{-1}\right\| \leqslant C_{A}\right) \tag{5.36}
\end{equation*}
$$

Now, estimate the term $\left\|L_{k}^{C E}-A_{k}^{-1}\right\|$. Using equivalence of the norms $\|\cdot\|_{B_{0}}$ and $\|\cdot\|$, i.e.

$$
\left(\exists \gamma_{1}>0\right)\left(\exists \gamma_{2}>0\right)\left(\forall \xi \in \mathbb{R}^{m N_{J}}\right)\left(\gamma_{1}\|\xi\| \leqslant\left(B_{0} \xi, \xi\right)^{1 / 2} \leqslant \gamma_{2}\|\xi\|\right)
$$

we obtain from (5.19)

$$
\left\|\left(L_{k}^{C E}-A_{k}^{-1}\right) f\right\| \leqslant \bar{q}_{r, k} \gamma_{2} / \gamma_{1}\left\|A_{k}^{-1}\right\|\|f\|^{2} .
$$

Combining this with the inequality (5.36), we have

$$
\left\|L_{k}^{C E}\right\| \leqslant C_{A}\left(1+\gamma_{2} / \gamma_{1}\right) .
$$

(A-N4), (A-N5) The same as in the proof of Theorem 5.1.

## 6. APplication to the semiconductor device equations

### 6.1. Model Problem.

In 1950, Van Roosbroeck [15] proposed a system of three coupled nonlinear partial differential equations as a basic mathematical model describing electro-physical behaviour of semiconductor devices. We will be interested in the following, rather simplified form of these equations, ignoring complications like variable mobilities, oxide regions and avalanche generation rate. Our problem, nonetheless, captures some of the difficulties that occur in practice and its satisfactory solution still represents a great challenge to numerical analysis:

$$
\begin{align*}
-\operatorname{div}(\operatorname{grad} u)+\mathrm{e}^{u} \eta-\mathrm{e}^{-u} \nu & =D_{C},  \tag{6.1}\\
-\operatorname{div}\left(\mathrm{e}^{u} \operatorname{grad} \eta\right)+Q(u, \eta, \nu)(\eta \nu-1) & =0, \quad x \in \Omega,  \tag{6.2}\\
-\operatorname{div}\left(\mathrm{e}^{-u} \operatorname{grad} \nu\right)+Q(u, \eta, \nu)(\eta \nu-1) & =0 \tag{6.3}
\end{align*}
$$

$$
\begin{align*}
& u=u_{D}, \eta=\eta_{D}, \nu=\nu_{D}, \quad x \in \Gamma_{D}  \tag{6.4}\\
& \frac{\partial u}{\partial \vec{n}}=\mathrm{e}^{u} \frac{\partial \eta}{\partial \vec{n}}=\mathrm{e}^{-u} \frac{\partial \nu}{\partial \vec{n}}=0, \quad x \in \Gamma_{N}
\end{align*}
$$

where

$$
\begin{equation*}
D_{C} \in L_{\infty}(\Omega), \quad Q \in C\left(\mathbb{R}^{3}\right) \quad \text { and } \quad\left(u_{D}, \eta_{D}, \nu_{D}\right) \in\left[L_{\infty}(\bar{\Omega}) \cap C^{1}(\bar{\Omega})\right]^{3} \tag{6.6}
\end{equation*}
$$

We will use the following notation:

$$
U_{D} \equiv\left(u_{D}, \eta_{D}, \nu_{D}\right), V^{\infty} \equiv\left[V^{2} \cap L_{\infty}(\Omega)\right]^{3}, W^{\infty} \equiv\left[W^{1,2}(\Omega) \cap L_{\infty}(\Omega)\right]^{3}
$$

Definition 6.1. Let, as in (2.1), $V=\prod_{i=1}^{m} V^{p_{i}}, 1<p_{i}<\infty, 1 \leqslant i \leqslant m$, and let a mapping $A^{S}: V^{\infty} \rightarrow V^{*}$ and a functional $f^{S} \in V^{*}$ be defined as follows:

$$
\begin{aligned}
&\left(\forall U \in V^{\infty},\right.U \equiv(u, \eta, \nu))\left(\forall \Phi \in V, \Phi \equiv\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)\right) \\
&\left(\left\langle A^{S} U, \Phi\right\rangle_{V}=\right. \sum_{i=1}^{3} \sum_{j=0}^{2} \int_{\Omega} \operatorname{grad} u \operatorname{grad} \varphi_{1} \\
&+\mathrm{e}^{u} \operatorname{grad} \eta \operatorname{grad} \varphi_{2}+\mathrm{e}^{-u} \operatorname{grad} \nu \operatorname{grad} \varphi_{3} \\
&\left.+\left(\mathrm{e}^{u} \eta-\mathrm{e}^{-u} \nu\right) \varphi_{1}+Q(u, \eta, \nu)(\eta \nu-1)\left(\varphi_{2}+\varphi_{3}\right) \mathrm{d} x\right) \\
&(\forall \Phi \in V) \quad\left(\left\langle f^{S}, \Phi\right\rangle_{V}=\int_{\Omega} D_{C}(x) \varphi_{1}(x) \mathrm{d} x\right)
\end{aligned}
$$

We say that $U_{S}=(u, \eta, \nu) \in W^{\infty}$ is a solution of the problem (6.1)-(6.5) in the space $W^{\infty}$, if

$$
\begin{equation*}
U_{S}=U_{S}^{*}+U_{D} \tag{6.7}
\end{equation*}
$$

where $U_{S}^{*} \in V^{\infty}$ and

$$
\begin{equation*}
A^{S} U_{S}^{*}=f^{S} \text { in } V^{*} \tag{6.8}
\end{equation*}
$$

As is shown in Pospíšek [14], we can consider another, regularized problem, solutions of which are also solutions of the problem (6.1)-(6.5) in the space $W^{\infty}$. This problem reads as follows:
(6.9) $-\operatorname{div}(\operatorname{grad} u)+\mathrm{e}^{P_{E} u} P_{G H} \eta-\mathrm{e}^{P_{E}(-u)} P_{G H} \nu=D_{C}$,
(6.10) $-\operatorname{div}\left(\mathrm{e}^{P_{E} u} \operatorname{grad} \eta\right)+Q\left(P_{E} u, P_{G H} \eta, P_{G H} \nu\right)\left(P_{G H} \eta P_{G H} \nu-1\right)=0, x \in \Omega$,
(6.11) $-\operatorname{div}\left(\mathrm{e}^{P_{E}(-u)} \operatorname{grad} \nu\right)+Q\left(P_{E} u, P_{G H} \eta, P_{G H} \nu\right)\left(P_{G H} \eta P_{G H} \nu-1\right)=0$,

$$
\begin{equation*}
u=u_{D}, \eta=\eta_{D}, \nu=\nu_{D}, \quad x \in \Gamma_{D} \tag{6.12}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial u}{\partial \vec{n}}=\mathrm{e}^{P_{E} u} \frac{\partial \eta}{\partial \vec{n}}=\mathrm{e}^{P_{E}(-u)} \frac{\partial \nu}{\partial \vec{n}}=0, \quad x \in \Gamma_{N} \tag{6.13}
\end{equation*}
$$

where $E, G, H$ are properly chosen constants, $P_{E} \equiv P_{-E E}$ and

$$
\left(P_{r s} g\right)(x)= \begin{cases}r & \text { if } g(x) \leqslant r \\ g(x) & \text { if } r<g(x)<s \\ s & \text { if } s \leqslant g(x)\end{cases}
$$

for any real function $g$.
Clearly, the problem (6.9)-(6.13) is in the form (3.1) where

$$
\left.\begin{array}{l}
a_{1 j}(x ; \xi)= \begin{cases}\mathrm{e}^{P_{E} \xi_{10}} P_{G H} \xi_{20}-\mathrm{e}^{P_{E}\left(-\xi_{10}\right)} P_{G H} \xi_{30}, & j=0, \\
\xi_{1 j}, & j=1,2,\end{cases} \\
a_{2 j}(x ; \xi)= \begin{cases}Q\left(P_{E} \xi_{10}, P_{G H} \xi_{20}, P_{G H} \xi_{30}\right)\left(P_{G H} \xi_{20} P_{G H} \xi_{30}-1\right), & j=0, \\
\mathrm{e}^{P_{E} \xi_{10}} \xi_{2 j}, & j=1,2,\end{cases} \\
a_{3 j}(x ; \xi)= \begin{cases}Q\left(P_{E} \xi_{10}, P_{G H} \xi_{20}, P_{G H} \xi_{30}\right)\left(P_{G H} \xi_{20} P_{G H} \xi_{30}-1\right), & j=0, \\
\mathrm{e}^{P_{E}\left(-\xi_{10}\right)} \xi_{3 j}, & j=1,2,\end{cases} \\
f_{1}=D_{C}, f_{2}=f_{3}=0,
\end{array}\right\} \begin{aligned}
& d_{1}=u_{D}, d_{2}=\eta_{D}, d_{3}=\nu_{D}, h_{1}=h_{2}=h_{3}=0 . \tag{6.17}
\end{aligned}
$$

Suppose first that $\eta$ and $\nu$ are known. Then only the equation (6.9) with its boundary conditions remains to be solved. It is easy to see that Theorem 5.1 can be applied to such a problem and hence the algorithm Newton-CG-MG can be used to solve the appropriate sets of algebraic equations. One can also verify that Theorem 5.1 is applicable in the cases when the pairs $u, \eta$ and $u, \nu$ are supposed to be known, and use this fact in solving the problem (6.9)-(6.13) by the nonlinear block Gauss-Seidel method (see e.g. Ortega, Rheinboldt [12]) with the blocks being defined by subdividing the original system into three sets of equations corresponding to (6.9)-(6.11). If the partial differential equations in (6.9)-(6.11) are only weakly coupled, the method is very effective. Moreover, standard procedures and (fast) algorithms for elliptic type problems with potential operators (like the algorithm Newton-CG-MG) can be used to solve the appropriate sets of equations. However, convergence theorems are restricted to only a few special cases (Jerome [9], Kerkhoven [10]) and the nonlinear block Gauss-Seidel algorithm seems not to be convergent for many other practically important situations.

In this paper, a procedure for the solution of the problem (6.9)-(6.13) which is based on the algorithm Newton-CE-MG is proposed and summarized in the next theorem.

Theorem 6.1. Consider the problem (6.9)-(6.13). Suppose that for an integer $J \geqslant 0$ a sequence of grids $\left(T_{j}, B_{j}\right), j=0, \ldots, J$ is given as in Section 3, such that
$T_{0}$ is of acute type. Let us define a weak solution of the problem (6.9)-(6.13) and discretize the associated problem on the grids $\left(T_{J}, B_{J}\right)$ by the method (3.6)-(3.7). We obtain a system of nonlinear algebraic equations in the form (3.10):

$$
\begin{equation*}
g(u)=0 \quad \text { in } \mathbb{R}^{m N_{J}} \tag{6.18}
\end{equation*}
$$

Suppose further that we have an element $u_{0} \in \mathbb{R}^{3 N_{J}}$ such that the condition (S1) is valid. Then, if $u_{k}, k \geqslant 1$, are defined by the algorithm Newton-CE-MG applied to the system (6.18), the assertions of Theorem 5.2 apply.

Proof. In Pospíšek [14], validity of assumptions (A1), (A2), ..., (A5), (D1) and (D2) was proved. Verification of the remaining assumptions of Theorem 5.2i.e. (5.9) and (5.10)-is simple. Thus, the assertions of Theorem 5.2 apply.

## 7. Conclusion

In practice, either Gaussian elimination, or iteration schemes based on various generalizations of the conjugate gradient method ( BiCG [5], CGS [19]) and the conjugate residual method (ORTHOMIN [20], GMRES [16]) are used instead of the procedure CE-MG proposed in this paper. However, the resulting algorithm is then very slow, or its convergence theory is available in some special cases only. On the other hand, this paper together with [14] represents a method of treating boundary value problems in the form (3.1), starting with their weak formulation, up to a convergent solution algorithm.
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[^0]:    ${ }^{1}$ Recall that this norm can be defined as follows:

    $$
    \left(\forall u \in W_{0}^{1, p}(\Omega)\right)\left(\|u\|_{W_{0}^{1, p}(\Omega)}=\left(\sum_{j=1}^{N} \int_{\Omega}\left|D^{j} u\right|^{p} \mathrm{~d} x\right)^{1 / p}\right)
    $$

