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Abstract. In economic systems, reactions to external shocks often come with a delay. On 
the other hand, agents try to anticipate future developments. Both can lead to difference-
differential equations with an advancing argument. These are more difficult to handle 
than either difference or differential equations, but they have the merit of added realism 
and increased credibility. This paper generalizes a model from monetary economics by von 
Kalckreuth and Schroder. Working out its stability properties, we present a general method 
for determining the stability of any solution to a homogeneous linear difference-differential 
equation with constant coefficients and advancing arguments. 
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1. PRELIMINARIES 

In economic systems, reactions to external shocks often come with a delay. On 
the other hand, agents try to anticipate future developments. Both can lead to 
difference-differential equations with an advancing argument. These are more diffi
cult to handle than either difference or differential equations, but they have the merit 
of added realism and increased credibility. Working out a problem from monetary 
theory, we present a general method for determining the stability of any solution to 
a homogeneous linear difference-differential equation with constant coefficients and 
advancing arguments. 

In the next section we start by presenting the generalisation of a monetary macro-
economic model by von Kalckreuth and Schroder [10]. In order for this model to 
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have explanatory power, it is necessary to show that there is one and only one stable 
solution to the system. The following section introduces the reader into the theory 
of linear differential-difference equations with constant coefficients and presents a 
method of determining the stability of their solutions, making use of a hitherto almost 
ignored theorem by Hilb [9]. Our method is rather general and can be applied to 
a large class of dynamical problems. The last section applies our method to the 
economic problem at hand and draws conclusions. 

2 . A MODEL OF MONETARY TRANSMISSION 

In order to investigate the interactions between the service life of capital, the term 
structure of interest rates and the impact of monetary policy on open economies, 
von Kalckreuth and Schroder [10] developed a dynamic macroeconomic model. This 
model considers an interest-rate structure within the framework of the Dornbusch [2] 
overshooting model. Whereas the central bank is able to influence the nominal 
short-term rate, aggregate demand depends on the real long-term rate. The interest-
rate structure embodied in this model leads to an advancing argument in a system 
of functional equations. The authors solved this system by imposing additional 
restrictions. 

Here, we want to investigate the unrestricted model dynamics. We show that 
there is a unique stable solution, which is identical to the solution described by von 
Kalckreuth and Schroder [10] in solving the restricted model. 

The model contains the following equations: 

(2.1) M-P(t) = a1Y-a2i(t), 

(2.2) r(t) = i(t)-P(t), 

(2.3) D(t) =(30+ Pi(E(t) - P(t)) + (32Y - foRQ(t), 

(2.4) P(t)=T(D(t)-Y), 

(2.5) i(t)=i*+E(t), 

(2.6) -RoW = ^(r(t + n)-r(t)) . 

A bar denotes a steady-state value. All coefficients in (2.1)-(2.6) are strictly positive. 
Eq. (2.1) is a money-market equation with M, P and Y being the logarithms of 
nominal money supply, price level and constant real income and i the nominal money-
market interest rate. While P is restricted to be a globally continuous function 
of time, all the other endogenous variables are allowed to jump discontinuously in 
response to an unexpected shock at t = 0 . Equation (2.2) defines the real money-
market interest rate r as the difference between the short-term nominal interest 
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rate i and inflation. In (2.3), the logarithm of the aggregate demand, D, depends 
on the logarithms of the real exchange rate E — P, the constant real income and 
the long-term real interest rate RQ, with maturity Q. For simplicity, a uniform 
service life of capital is assumed. Equation (2.4) is a simple Phillips relationship, in 
which the rate of inflation P = dP/dt is determined by the ratio of the (variable) 
aggregate demand to the (constant) supply. Equation (2.5) represents the open 
interest-parity condition, with i* being the given nominal short-term interest rate in 
the international money market. Equation (2.6), finally, relates the change in the 
reed long-term interest rate to the difference between future short-term rates and 
present short-term rates. 

The last equation brings in an advancing argument into the system. Because of 
its importance for our mathematical problem, the relationship between short and 
long-term rates will be derived here from first principles, as an arbitrage equation1 

for bonds of finite maturity. 
Complete foresight in a perfect asset market implies the equality of the instanta

neous real rates of return on bonds and investments in the money market. Consider 
a zero bond of arbitrary time to maturity ft, issued at time t. Let IV be the issue 
price and Rn(t) the long-term rate for bonds with time to maturity ft. At time t-\-ft, 
then, the holder of the bond receives a payment of N exp(ftRn(t)). Since there are 
no interest payments until maturity, according to the Hotelling rule the arbitrage 
condition is given by 

(,7, Ig-*,, 
with K(s) as the real market value of a bond at any point in time s between t and 
t + ft. Taking into consideration the terminal condition that, at maturity, the real 
market value K(s) is bound to be equal to the real value of the principal and the 
accrued interest, the general solution of (2.7) becomes 

(2.8) K(s) = Nexp(ilRn(t) - f T(T) dr J. 

At the date of issue, however, the value of this expression must be equal to IV, which 
immediately yields the arbitrage equation 

i rt+n 
(2.9) Ra{t) = nJ r(r)dr. 

1 See, for example, [13]. Fisher and Turnovsky [5] also use this equation in the context of 
a dynamic macroeconomic model. 
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Equation (2.9) gives us the term structure of interest rates, according to the expec
tation theory, for the case of continuous interest compounding. The (continuous) 
long-term rate RQ is determined as the arithmetic mean of the short-term rates 
within the relevant time interval. The former thus anticipates the movement of 
the latter. Taking the derivative on both sides yields equation (2.6). The interest 
rate ifo, by definition, gives us the cost of capital of an investment project charac
terized by one single payment I at t and one single, certain return of V at the end 
of its lifetime Q. Investigating the dynamic system for varying fi thus permits us to 
describe the effects of a decreasing service life of capital, as a result of accelerated 
technical progress, on the dynamics of macroeconomic adjustment to various kinds 
of shocks. 

We can reduce the system to one single dynamic equation. Long-run equilibrium 
is characterized by the conditions 

(2.10) P(t) = 0 and E(t) = 0. 

Substituting these conditions into the system (2.1)-(2.6) readily yields a particular 
solution to the system, the steady-state solution. Given a shock to the system, 
e.g. by a monetary expansion, we can therefore concentrate on finding the solutions 
to the following set of homogeneous equations that describes the deviations from 
equilibrium:2 

(2.1') P(t) = a2i(t), 

(2.2') r(t)=i(t)-P(t), 

(2.3') D(t) = fcE(t) - frP(t) - (33RQ(t), 

(2.4') P(t) = TD(t), 

(2.5') i(t) = E(t), 

(2.6') ft,W = ^(r(* + n)-r(0). 

Repeated substitution yields the following homogeneous differential-difference equa
tion with an advancing argument for the logarithm of the price level P: 

(2.11) P(t) = -AP(t + ft) + BP(t) + ACP(t + ft) - BCP(t), 

2 The levels of the variables in (2.l ')-(2.6') are deviations from the steady state. In order 
to save notation, we will not introduce new symbols. 
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where 

(2.13) . B = ±(fk + %)>A>0, 

(2.14) C = a2 > 0. 

In order to solve the system analytically, von Kalckreuth and Schroder [10] used the 
following additional restriction on the time path of the deviation from equilibrium: 

(2.15) P(t) = \P(t), A G R, A < 0. 

This restriction requires the perfect foresight path to be of an especially simple, 
adaptive structure. Besides a family of exploding solutions, the system has one and 
only one stable solution. It may well be argued, however, that this restriction is 
essentially ad hoc, and it is not easily seen whether and how the results of the paper 
critically depend on constraining the solution to be exponential. Here, we do not 
intend to discuss the economic results of von Kalckreuth and Schroder [10], as they 
have been published elsewhere. Instead, we want to investigate whether it is possible 
to drop the additional restriction without losing the results. This is possible if there 
are no additional stable solutions to the system apart from the solution found by 
imposing (2.15). 

In a model of perfect foresight, every market participant has the same expectation 
and these expectations coincide with the actual development. If there is more than 
one solution to a dynamical economic model of an asset market with perfect foresight, 
it has to be stated which of these solutions the agents will coordinate upon. Unstable 
solutions are generally excluded. Real variables, such as aggregate demand, real 
interest rates and real exchange rates, under normal economic circumstances remain 
bounded. A diverging real exchange rate, for example, would mean that in the 
course of time, the entire national product would sell for just a small amount of 
foreign money. In order to find the relevant solutions among various time paths that 
fulfil the system equations, it is therefore assumed that market participants do not 
coordinate on exploding solutions if there is a stable one.3 

In dynamic systems describing physical phenomena, the initial conditions deter
mine whether among several solutions a stable time path is attained or not. In 
economic systems with asset markets, it may be the other way round. With their 

3 This would naturally have to be different if the model was set up to explain stock market 
bubbles. 
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expectations, economic agents coordinate on the stable solution, and the initial con
dition, such as the immediate reaction of a stock price or the exchange rate to a 
shock, are determined by a jump discontinuity in order to set the system on the sta
ble path. Asset prices jump because every market participant knows that they have 
to jump. If anybody were willing to pay more for that asset or sell it for less, he or 
she would be losing money. In other words, the initial conditions are not exogenous 
to the system, but they are endogenously determined. Working out the analytics of 
perfect foresight dynamics was a major advance in economic theory, due to, among 
others, Sargent and Wallace [14]. As concerns Dornbusch [2] overshooting model, 
see the papers by Wilson [15] and Gray and Turnovsky [6].4 

If there is more than one stable solution, the model leaves the dynamics indetermi
nate. What is worse, the researcher has to explain by which mechanism the market 
participants manage to coordinate uniformly on a particular one of these solutions. 
We therefore want to know whether the stable solution found by von Kalckreuth and 
Schroder [10] under their restrictive assumption remains unique in the context of an 
unrestricted perfect foresight model. As we will see immediately below, the relevant 
initial conditions for the system in question are given not simply by an initial value, 
but by an initial time path. To the best of our knowledge, this is new in the eco
nomics literature. We will investigate the dynamic properties of our system using a 
method that can be applied to determine the stability of the solutions for any linear 
difference-differential equation with an advancing argument. 

3. LINEAR DIFFERENCE-DIFFERENTIAL EQUATIONS AND A GENERAL METHOD 

OF INVESTIGATING THEIR STABILITY 

At this point it is convenient to review some of the basic properties of linear 
difference-differential equations. Consider the following simple example with positive 
constants c and J, taken from Krtscha [12]: 

(3.1) f'(t + 8) = -cf(t). 

The positive constant 8 plays an important role for the nature of the solution. For 
6 = 0, the solution to (3.1) would be uniquely determined by the condition f(to) = t/o, 
whereas for S > 0 the solution needs more: it is uniquely determined by any given 
function / : [to,t0 + 6] -> IR that is continuous and differentiate in (t0,to + <*)» 

1 For a textbook treatment of perfect foresight dynamics that also covers the Dornbusch [2] 
overshooting model, see de la Fuente [7, Section 11.2]. 
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implying the differentiability of / in (t0, oo). Then equation (3.1) leads to the formula 

/ (* + nS) = -c f f(T + (n - 1)6) d r + f(n6), 
Jo 

by which we can regressively calculate f(t) for all n G N. We want to give a specific 

example: 

(3.2) f'(t + l) = -f(t) with f(t) = l - t , *G[0,1]. 

Then, by means of the regression-formula for t G [0,1], we get 

f(t + \) = -t + t2/2, 

implying / ( l ) = 0 and /(2) = - | , f(t + 2) = t2/2 - t3/3 - 1/2, f(t + 3) = 
- * 3 / 3 ! + t4/4\ + t/2 - 1/3!, and so on. 

Now we may ask two questions: 

• Is this special solution f(t) to (3.1) stable in the following sense: "f(t) converges 
if t tends to infinity" ? 

• Does every solution to the difference-differential equation (3.1) converge? 
As to equation (3.2), it is almost obvious that every solution is stable, but con

cerning equation (3.1), we will see later that the answer depends on the constant c. 
But before we do so, we will show the consequences of a slight modification: 

(3.3) / ' (* + l) = /(*) with f(t) = l + t, *G[0,1] 

that has the obviously non-stable solution 

f(t) = ^2^~ {+ W , n ^ ^ n + 1 for n = 1,2,3, . . . 
j=o J' 

We may ask whether it is possible to generate a stable solution to this difference-
differential equation by choosing another suitable rational initial function / : [0,1] —> 
R. As we will show, the answer is no. However, there are infinitely many irrational 
initial functions that imply a stable solution. 

In order to prove our answers and to investigate the dynamic properties of the 
system described in Section 1, we revert to a theorem by Hilb [9] which has been al
most forgotten because it appears too complicated for practical use. For the problem 
at hand, however, this theorem provides a crucial clue: Any differentiable solution 
to our functional equation can be written as a uniformly convergent series. This al
lows us to determine the stability properties of our differential-difference equation by 
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inspecting the "characteristic roots", not unlike the treatment of linear differential 
equations. As we shall see, however, the characteristic equation of a homogeneous 
difference-differential equation ordinarily has infinitely many roots. 

We present the basic theorem of Hilb [9] in a form adapted to our problem: 

Theorem 1. Consider the general homogeneous linear difference-differential 
equation with real constants kpq and delays 0 = ho < h\ < hi < ... < hn in the 
form 

m n 

prr-O q=0 

where f^(t) = f(t). Consider further the characteristic equation that results from 
inserting f(t) = ezt into the difference-differential equation: 

m n 

n(20 = E£-w* , ,e fc-*--o. 
p = 0 q=0 

For the time being, let all the complex solutions zu to the characteristic equation 
be simple. Provided that the coefficients fcmo and fcmn are different from zero,5 one 
can choose any m-times differentiable function f: (to, to + hn) —> U satisfying the 
difference-differential equation at t = to -f- hn. This choice uniquely determines the 
solution f(t) to the difference-differential equation for allt > to, and f(t) is given by 
the convergent series 

Ht) ^ W(z„) 

with 

CAto) = £ £ kPi&hqZ" / e"*""/(M) dM 
p=0 q=0 Jt0+hq 

Z^ Z.JV KV<lzv Z_v ~ s + l 
p=\ q=0 s=0 u 

The convergence is uniform, i.e. it does not depend on the t € [to, K] for any big K. 

Hilb arrived at this result by the use of the residue theorem by Cauchy, and at 
the end of his 33-page paper he mentions that the formula for the coefficients Cu 

holds even if the solutions to the characteristic equation are not simple. In this case, 

' If this condition is not satisfied, / must in general be infinitely many times differentiable 
in to + hn. 
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however, the Cv are of a polynomial form in t, the degree being m — 1, if zv is an 
m-fold solution to the characteristic equation. The latter fact is also mentioned by 
Hadeler [8, p . 170] and Driver [3, p. 323]. 

The consequence of this convergence is, roughly speaking, that in order to study 
the behaviour of the solution f(t) when t tends to infinity, we can stop adding up the 
above series at a sufficiently large sum index. We can prove the following theorem: 

Theorem 2. Let M := {zv = uv + ivv with real uv, vv} be the set of all 

solutions to the characteristic equation U(z) = 0 in Theorem 1; let further the 

solution f(t) to the corresponding difference-differential equation be generated by 

somezvj = uVj+ivvj £ M, i.e. f(t) is a linear combination of the functions exp(zvj-t), 

which are independent, as was also proved by Hilb [9]. Then the solution f(t) is stable 

if and only if all uvj are negative. 

P r o o f . Assuming there exists a positive uvj, then it is obvious that \f(t)\ tends 
to infinity if t tends to infinity, because all exp(zvj • t) are independent. On the other 
hand, if all uvj are negative, then watching the solution f(t) in (to, K] by Theorem 1 
we may take only a finite linear combination f(t) of functions 

Cvj(to) , N 

nT^-yexp^-.*), 

without making a big difference to the true solution f(t). Then this linear combina
tion f(t) is stable because of the decreasing \f(t)\ to zero; for all Cvj(to) are constant 
or utmost polynomial in t. D 

Using Theorem 2, we are now in position to prove the assertions made at the start 
of this section. We insert a complex-valued function f(t) = ezt with z = a + i6 
(a, b € R) and f'(t) = zezt in (3.1), and then proceed to solve the characteristic 
equation: 

(3.4) z - ez = - c . 

This equation has infinitely many complex solutions zv, and we now know that 
every differentiable solution to a linear functional differential equation with constant 
coefficients can be expressed by a convergent generalized Fourier series 

i/ 

where the coefficients Tv are constants if all zv are simple solutions to (3.4). How
ever, it is nearly impossible to calculate all zv exactly. Hilb's formulas for the Tv, 
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moreover depending on the given function / in the starting interval [t0,to + $], are 

too complicated for practical calculation. Nevertheless, it may be possible to decide 

under what conditions solutions zv = av + ibv with negative av exist, i.e. stable 

solutions to the differential equation with an advancing argument. 

Returning to the general solution to (3.1), we obtain 

(3.5) (a + i6)ea+i6 = - c , 

where 6 can be positive or negative. By splitting (3.5), we get the system 

(3.6) e a (acos6-6s in6) = - c , 

(3.7) 6 cos 6 + a sin 6 = 0. 

For sin 6 ?- 0, equation (3.7) implies a = —6 cos 6/ sin 6. Inserting this term into (3.6), 
we get 

(3.8) 6/sin6 = c -e 6 c o s 6 / s i n 6 . 

The graph of the left-hand side 6/ sin 6 of (3.8) is intersected by the graph of the 
right-hand side of (3.8), and we see infinitely many solutions 6* for 6 > TC, all im
plying negative a&, but only one solution a\ for b\ € [0,7i]. This solution implies a 
negative a\ for c < TC/2 and further a positive a\ for c > TC/2. The case sin b\ = 0 
implies 6i = 0 and, by (3.6), a negative a\, this means a stable real solution. 

Hence, by means of Theorem 2, we can state that every solution of (3.1) is stable 

if and only if c G (0, Tt/2). For c = K/2, we obtain a\ = 0, 6i = TC/2, and the 

corresponding solution is non-stable, but periodic. 

This example shows all possible types of solutions to a linear difference-differential 
equation with constant coefficients, and, because all solutions to the characteristic 
equation can be found graphically, it can be easily followed. 

As to equation (3.3), there exist infinitely many zv = av + \bv with negative av, 

but also one real positive zv. If we want a stable solution, we have to take a linear 
combination of the exp(2„ • t) with negative av, but this is not a rational function. 
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4 . STABILITY PROPERTIES OF THE SOLUTIONS TO THE DYNAMIC 

MONETARY MODEL 

The examples in the preceding section served to introduce a solution method 
that is different from the use of the Laplace transform by which many examples 
are treated in Bellman and Cooke [1]. In Krtscha [11] and some other papers, the 
fixed-point principle of Banach is applied to prove the uniqueness of a given solution, 
see Driver [3, p. 255-267]. The disadvantage of the latter method is its limitation 
to local statements. However, in order to use our Theorem 2 we must find out 
where the characteristic roots are situated. For this purpose, we will use a "rotation 
method" which is applicable in cases where the rotation method described by Hale 
and Verduyn Lunel [4, p. 415, Theorem A.2] does not work since there exist roots to 
the right of the imaginary axis. 

For the economic model developed in Section 2, it is again easy to find the real 
solutions zv to the characteristic equation graphically. However, as we are interested 
only in stable solutions, we have to show that all other solutions zv = av+ ibv have 
positive av, implying not bounded solutions. If this can be achieved, there is a unique 
stable solution to the system that determines the model dynamics. 

Theorem 3. Given the conditions (2.12), (2.13) and (2.14) on the coefficients A, 

B and C, the characteristic equation of the difference-differential equation (2.11) 

admits no complex root with nonpositive real part, except a unique negative one. 

P r o o f . With 

(4.1) U(z) :=B- AeQz - BCz + ACzeQz - z2 

we get the characteristic equation 

(4.2) U(z) = 0 

It is not difficult to show graphically, as von Kalckreuth and Schroder [10] have done, 
that there is one and only one negative real solution to the characteristic equation. 
To complete the proof we now have to show that this stable solution is unique. • 

Lemma. There is no complex solution z = —u + iv with u ^ 0 and v ^ 0 to the 
characteristic equation B - AeQz — BCz + ACzeQz - z2 = 0 with 0 < A < B and 
C>0. 
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P r o o f . By inserting z — —u + iv in the characteristic equation and splitting up 

into the real and the imaginary part, we obtain a system of two equations 

(4.3) 

(4.4) 

B -nil r, - (U2-V2)(1+UC) + 2UV2C 
— = e "" cos vil + — • .„ / v _ . — — r - T , 
A A (l + uC)2 + v2C2 

\ = e~uUsinvU • 
(1 + uC)2 + v2C2 

A ~ ~ (v2 -u2)vC + (l+uC)2uv' 

Since ^ > 1 and e~uQ cosvil -$ 1, equation (4.3) implies the inequality 

(4.5) (u2 - v2)(l + uC) + 2uv2C > 0, 

so that u — 0 is impossible. A purely imaginary solution to the characteristic equa

tion, i.e. a periodic solution, can thus be excluded. 

In order to consider solutions within the second and third quadrant of the complex 

plane, we watch the plane along a rotating ray, i.e. we define 

v := mu, with u > 0 and fixed real m ^ 0, 

and insert it in (4.4), to get 

1 _ _uQsinmuft (1 + uC)2 + m2u2C2 

A~~e mu2 (m2 + l)uC + 2 ' 

Inserting this in (4.3), we obtain the equation 

(4.6) 
A 

cos muíì + 
sinmufi (1 - m2)( l + uC) + 2um2C 

m 

which implies the inequality 

(4.7) ^ e -uQ i + 
sin muíl 

m 

(m2 + l)uC + 2 

1-m2 + uC(l + m2) 

2 + uC(l + m2) 

Due to (4.5), the last ratio in (4.7) is positive, and as 1 - m2 < 2, this expression is 

bounded by 1. Hence (4.7) implies 

TJ 1 I I sin muQ I 
__ < 1 + I m l ^ 

Л ^ r^uQ ^ 

-• , | m | ц Q 
1 + Ы 

1 +ÎІÍІ + u
2Q2 ^ l . 

+ -.. 
This last inequality is in contradiction to A < B. This proves our lemma, and also the 

fact that a non-exploding and non-trivial solution to the differential-difference equa

tion can only be based upon a negative real solution of the characteristic equation 
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to the differential difference equation. As there is one and only one such negative 
real characteristic root, the series of the non-exploding solution to our functional 
equation is reduced to 

where the constant Ci, defined in Theorem 1, can be chosen in such a way that the 
initial condition for t = 0 be fulfilled. • 

By imposing equation (2.15), von Kalckreuth and Schroder [10] confine the solution 
of system (2.1)-(2.6) to a simple exponential. Dropping this ad-hoc restriction and 
thus generalizing the system to an unrestricted perfect foresight model does not lead 
to additional stable solutions. The initial condition that corresponds to this perfect 
foresight equilibrium consists in the self fulfilling expectation on part of the market 
participants that the time path described by equation (4.8) will hold during the 
starting interval, t e [to,to + Q]. All the economic conclusions developed in von 
Kalckreuth and Schroder [10] with respect to monetary transmission and speed of 
adjustment under decreasing service life of capital remain intact and survive the 
generalization. 
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Abstract. In economic systems, reactions to external shocks often come with a delay. On
the other hand, agents try to anticipate future developments. Both can lead to difference-
differential equations with an advancing argument. These are more difficult to handle
than either difference or differential equations, but they have the merit of added realism
and increased credibility. This paper generalizes a model from monetary economics by von
Kalckreuth and Schröder. Working out its stability properties, we present a general method
for determining the stability of any solution to a homogeneous linear difference-differential
equation with constant coefficients and advancing arguments.
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1. Preliminaries

In economic systems, reactions to external shocks often come with a delay. On
the other hand, agents try to anticipate future developments. Both can lead to

difference-differential equations with an advancing argument. These are more diffi-
cult to handle than either difference or differential equations, but they have the merit

of added realism and increased credibility. Working out a problem from monetary
theory, we present a general method for determining the stability of any solution to

a homogeneous linear difference-differential equation with constant coefficients and
advancing arguments.

In the next section we start by presenting the generalisation of a monetary macro-
economic model by von Kalckreuth and Schröder [10]. In order for this model to
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have explanatory power, it is necessary to show that there is one and only one stable

solution to the system. The following section introduces the reader into the theory
of linear differential-difference equations with constant coefficients and presents a
method of determining the stability of their solutions, making use of a hitherto almost

ignored theorem by Hilb [9]. Our method is rather general and can be applied to
a large class of dynamical problems. The last section applies our method to the

economic problem at hand and draws conclusions.

2. A model of monetary transmission

In order to investigate the interactions between the service life of capital, the term

structure of interest rates and the impact of monetary policy on open economies,
von Kalckreuth and Schröder [10] developed a dynamic macroeconomic model. This

model considers an interest-rate structure within the framework of the Dornbusch [2]
overshooting model. Whereas the central bank is able to influence the nominal

short-term rate, aggregate demand depends on the real long-term rate. The interest-
rate structure embodied in this model leads to an advancing argument in a system

of functional equations. The authors solved this system by imposing additional
restrictions.

Here, we want to investigate the unrestricted model dynamics. We show that
there is a unique stable solution, which is identical to the solution described by von

Kalckreuth and Schröder [10] in solving the restricted model.
The model contains the following equations:

M − P (t) = α1Y − α2i(t),(2.1)

r(t) = i(t)− Ṗ (t),(2.2)

D(t) = β0 + β1(E(t)− P (t)) + β2Y − β3RΩ(t),(2.3)

Ṗ (t) = Γ(D(t) − Y ),(2.4)

i(t) = i∗ + Ė(t),(2.5)

ṘΩ(t) =
1
Ω

(r(t + Ω)− r(t)).(2.6)

A bar denotes a steady-state value. All coefficients in (2.1)–(2.6) are strictly positive.

Eq. (2.1) is a money-market equation with M , P and Y being the logarithms of
nominal money supply, price level and constant real income and i the nominal money-

market interest rate. While P is restricted to be a globally continuous function
of time, all the other endogenous variables are allowed to jump discontinuously in

response to an unexpected shock at t = 0 . Equation (2.2) defines the real money-
market interest rate r as the difference between the short-term nominal interest
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rate i and inflation. In (2.3), the logarithm of the aggregate demand, D, depends

on the logarithms of the real exchange rate E − P , the constant real income and
the long-term real interest rate RΩ, with maturity Ω. For simplicity, a uniform
service life of capital is assumed. Equation (2.4) is a simple Phillips relationship, in

which the rate of inflation Ṗ = dP/dt is determined by the ratio of the (variable)
aggregate demand to the (constant) supply. Equation (2.5) represents the open

interest-parity condition, with i∗ being the given nominal short-term interest rate in
the international money market. Equation (2.6), finally, relates the change in the

real long-term interest rate to the difference between future short-term rates and
present short-term rates.

The last equation brings in an advancing argument into the system. Because of
its importance for our mathematical problem, the relationship between short and

long-term rates will be derived here from first principles, as an arbitrage equation1

for bonds of finite maturity.

Complete foresight in a perfect asset market implies the equality of the instanta-
neous real rates of return on bonds and investments in the money market. Consider

a zero bond of arbitrary time to maturity Ω, issued at time t. Let N be the issue
price and RΩ(t) the long-term rate for bonds with time to maturity Ω. At time t+Ω,
then, the holder of the bond receives a payment of N exp(ΩRΩ(t)). Since there are
no interest payments until maturity, according to the Hotelling rule the arbitrage

condition is given by

(2.7)
K̇(s)
K(s)

= r(s),

with K(s) as the real market value of a bond at any point in time s between t and
t + Ω. Taking into consideration the terminal condition that, at maturity, the real
market value K(s) is bound to be equal to the real value of the principal and the
accrued interest, the general solution of (2.7) becomes

(2.8) K(s) = N exp
(

ΩRΩ(t)−
∫ t+Ω

s

r(τ) dτ

)
.

At the date of issue, however, the value of this expression must be equal to N , which
immediately yields the arbitrage equation

(2.9) RΩ(t) =
1
Ω

∫ t+Ω

t

r(τ) dτ.

1 See, for example, [13]. Fisher and Turnovsky [5] also use this equation in the context of
a dynamic macroeconomic model.
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Equation (2.9) gives us the term structure of interest rates, according to the expec-

tation theory, for the case of continuous interest compounding. The (continuous)
long-term rate RΩ is determined as the arithmetic mean of the short-term rates
within the relevant time interval. The former thus anticipates the movement of

the latter. Taking the derivative on both sides yields equation (2.6). The interest
rate RΩ, by definition, gives us the cost of capital of an investment project charac-

terized by one single payment I at t and one single, certain return of V at the end
of its lifetime Ω. Investigating the dynamic system for varying Ω thus permits us to
describe the effects of a decreasing service life of capital, as a result of accelerated
technical progress, on the dynamics of macroeconomic adjustment to various kinds

of shocks.

We can reduce the system to one single dynamic equation. Long-run equilibrium

is characterized by the conditions

(2.10) Ṗ (t) = 0 and Ė(t) = 0.

Substituting these conditions into the system (2.1)–(2.6) readily yields a particular

solution to the system, the steady-state solution. Given a shock to the system,
e.g. by a monetary expansion, we can therefore concentrate on finding the solutions

to the following set of homogeneous equations that describes the deviations from
equilibrium:2

P (t) = α2i(t),(2.1′)

r(t) = i(t)− Ṗ (t),(2.2′)

D(t) = β1E(t)− β1P (t)− β3RΩ(t),(2.3′)

Ṗ (t) = ΓD(t),(2.4′)

i(t) = Ė(t),(2.5′)

ṘΩ(t) =
1
Ω

(r(t + Ω)− r(t)).(2.6′)

Repeated substitution yields the following homogeneous differential-difference equa-
tion with an advancing argument for the logarithm of the price level P :

(2.11) P̈ (t) = −AP (t + Ω) + BP (t) + ACṖ (t + Ω)−BCṖ (t),

2 The levels of the variables in (2.1′)–(2.6′) are deviations from the steady state. In order
to save notation, we will not introduce new symbols.
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where

A =
Γβ3

Ωα2
> 0,(2.12)

B =
Γ
α2

(
β1 +

β3

Ω

)
> A > 0,(2.13)

C = α2 > 0.(2.14)

In order to solve the system analytically, von Kalckreuth and Schröder [10] used the
following additional restriction on the time path of the deviation from equilibrium:

(2.15) Ṗ (t) = λP (t), λ ∈ � , λ < 0.

This restriction requires the perfect foresight path to be of an especially simple,

adaptive structure. Besides a family of exploding solutions, the system has one and
only one stable solution. It may well be argued, however, that this restriction is

essentially ad hoc, and it is not easily seen whether and how the results of the paper
critically depend on constraining the solution to be exponential. Here, we do not

intend to discuss the economic results of von Kalckreuth and Schröder [10], as they
have been published elsewhere. Instead, we want to investigate whether it is possible

to drop the additional restriction without losing the results. This is possible if there
are no additional stable solutions to the system apart from the solution found by

imposing (2.15).

In a model of perfect foresight, every market participant has the same expectation

and these expectations coincide with the actual development. If there is more than
one solution to a dynamical economic model of an asset market with perfect foresight,

it has to be stated which of these solutions the agents will coordinate upon. Unstable
solutions are generally excluded. Real variables, such as aggregate demand, real

interest rates and real exchange rates, under normal economic circumstances remain
bounded. A diverging real exchange rate, for example, would mean that in the

course of time, the entire national product would sell for just a small amount of
foreign money. In order to find the relevant solutions among various time paths that
fulfil the system equations, it is therefore assumed that market participants do not

coordinate on exploding solutions if there is a stable one.3

In dynamic systems describing physical phenomena, the initial conditions deter-
mine whether among several solutions a stable time path is attained or not. In

economic systems with asset markets, it may be the other way round. With their

3 This would naturally have to be different if the model was set up to explain stock market
bubbles.
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expectations, economic agents coordinate on the stable solution, and the initial con-

dition, such as the immediate reaction of a stock price or the exchange rate to a
shock, are determined by a jump discontinuity in order to set the system on the sta-
ble path. Asset prices jump because every market participant knows that they have

to jump. If anybody were willing to pay more for that asset or sell it for less, he or
she would be losing money. In other words, the initial conditions are not exogenous

to the system, but they are endogenously determined. Working out the analytics of
perfect foresight dynamics was a major advance in economic theory, due to, among

others, Sargent and Wallace [14]. As concerns Dornbusch [2] overshooting model,
see the papers by Wilson [15] and Gray and Turnovsky [6].4

If there is more than one stable solution, the model leaves the dynamics indetermi-
nate. What is worse, the researcher has to explain by which mechanism the market

participants manage to coordinate uniformly on a particular one of these solutions.
We therefore want to know whether the stable solution found by von Kalckreuth and

Schröder [10] under their restrictive assumption remains unique in the context of an
unrestricted perfect foresight model. As we will see immediately below, the relevant

initial conditions for the system in question are given not simply by an initial value,
but by an initial time path. To the best of our knowledge, this is new in the eco-

nomics literature. We will investigate the dynamic properties of our system using a
method that can be applied to determine the stability of the solutions for any linear

difference-differential equation with an advancing argument.

3. Linear difference-differential equations and a general method
of investigating their stability

At this point it is convenient to review some of the basic properties of linear

difference-differential equations. Consider the following simple example with positive
constants c and δ, taken from Krtscha [12]:

(3.1) f ′(t + δ) = −c f(t).

The positive constant δ plays an important role for the nature of the solution. For
δ = 0, the solution to (3.1) would be uniquely determined by the condition f(t0) = y0,

whereas for δ > 0 the solution needs more: it is uniquely determined by any given
function f : [t0, t0 + δ] → � that is continuous and differentiable in (t0, t0 + δ),

4 For a textbook treatment of perfect foresight dynamics that also covers the Dornbusch [2]
overshooting model, see de la Fuente [7, Section 11.2].
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implying the differentiability of f in (t0,∞). Then equation (3.1) leads to the formula

f(t + nδ) = −c

∫ t

0

f(τ + (n− 1)δ) dτ + f(nδ),

by which we can regressively calculate f(t) for all n ∈ � . We want to give a specific
example:

(3.2) f ′(t + 1) = −f(t) with f(t) = 1− t, t ∈ [0, 1].

Then, by means of the regression-formula for t ∈ [0, 1], we get

f(t + 1) = −t + t2/2,

implying f(1) = 0 and f(2) = − 1
2 , f(t + 2) = t2/2 − t3/3 − 1/2, f(t + 3) =

−t3/3! + t4/4! + t/2− 1/3!, and so on.
Now we may ask two questions:

• Is this special solution f(t) to (3.1) stable in the following sense: “f(t) converges
if t tends to infinity”?

• Does every solution to the difference-differential equation (3.1) converge?
As to equation (3.2), it is almost obvious that every solution is stable, but con-

cerning equation (3.1), we will see later that the answer depends on the constant c.
But before we do so, we will show the consequences of a slight modification:

(3.3) f ′(t + 1) = f(t) with f(t) = 1 + t, t ∈ [0, 1]

that has the obviously non-stable solution

f(t) =
n∑

j=0

(t− j + 1)j

j!
, n 6 t 6 n + 1 for n = 1, 2, 3, . . .

We may ask whether it is possible to generate a stable solution to this difference-
differential equation by choosing another suitable rational initial function f : [0, 1] →
� . As we will show, the answer is no. However, there are infinitely many irrational
initial functions that imply a stable solution.

In order to prove our answers and to investigate the dynamic properties of the
system described in Section 1, we revert to a theorem by Hilb [9] which has been al-

most forgotten because it appears too complicated for practical use. For the problem
at hand, however, this theorem provides a crucial clue: Any differentiable solution

to our functional equation can be written as a uniformly convergent series. This al-
lows us to determine the stability properties of our differential-difference equation by
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inspecting the “characteristic roots”, not unlike the treatment of linear differential

equations. As we shall see, however, the characteristic equation of a homogeneous
difference-differential equation ordinarily has infinitely many roots.

We present the basic theorem of Hilb [9] in a form adapted to our problem:

Theorem 1. Consider the general homogeneous linear difference-differential
equation with real constants kpq and delays 0 = h0 < h1 < h2 < . . . < hn in the

form
m∑

p=0

n∑

q=0

kpqf
(p)(t + hq) = 0,

where f (0)(t) = f(t). Consider further the characteristic equation that results from
inserting f(t) = ezt into the difference-differential equation:

Π(z) =
m∑

p=0

n∑

q=0

kpqz
pehqz = 0.

For the time being, let all the complex solutions zν to the characteristic equation

be simple. Provided that the coefficients km0 and kmn are different from zero,5 one

can choose any m-times differentiable function f : (t0, t0 + hn) → � satisfying the
difference-differential equation at t = t0 + hn. This choice uniquely determines the

solution f(t) to the difference-differential equation for all t > t0, and f(t) is given by
the convergent series

f(t) =
∑

ν

−Cν(t0)
Π′(zν)

· ezνt

with

Cν(t0) =
m∑

p=0

n−1∑

q=0

kpqz
p
νehqzν

∫ t0+hn

t0+hq

e−zνµf(µ) dµ

−
m∑

p=1

n∑

q=0

kpqz
p
ν

p−1∑

s=0

f (s)(t0 + hq)e−zνs0

zs+1
ν

.

The convergence is uniform, i.e. it does not depend on the t ∈ [t0, K] for any big K.

Hilb arrived at this result by the use of the residue theorem by Cauchy, and at
the end of his 33-page paper he mentions that the formula for the coefficients Cν

holds even if the solutions to the characteristic equation are not simple. In this case,

5 If this condition is not satisfied, f must in general be infinitely many times differentiable
in t0 + hn.
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however, the Cν are of a polynomial form in t, the degree being m − 1, if zν is an

m-fold solution to the characteristic equation. The latter fact is also mentioned by
Hadeler [8, p. 170] and Driver [3, p. 323].
The consequence of this convergence is, roughly speaking, that in order to study

the behaviour of the solution f(t) when t tends to infinity, we can stop adding up the
above series at a sufficiently large sum index. We can prove the following theorem:

Theorem 2. Let M := {zν = uν + ivν with real uν , vν} be the set of all
solutions to the characteristic equation Π(z) = 0 in Theorem 1; let further the
solution f(t) to the corresponding difference-differential equation be generated by
some zνj = uνj+ivνj ∈ M , i.e. f(t) is a linear combination of the functions exp(zνj ·t),
which are independent, as was also proved by Hilb [9]. Then the solution f(t) is stable
if and only if all uνj are negative.
����� �"!

. Assuming there exists a positive uνj , then it is obvious that |f(t)| tends
to infinity if t tends to infinity, because all exp(zνj · t) are independent. On the other
hand, if all uνj are negative, then watching the solution f(t) in (t0, K] by Theorem 1
we may take only a finite linear combination f(t) of functions

Cνj(t0)
Π′(zνj)

exp(zνj · t),

without making a big difference to the true solution f(t). Then this linear combina-
tion f(t) is stable because of the decreasing |f(t)| to zero; for all Cνj(t0) are constant
or utmost polynomial in t. �

Using Theorem 2, we are now in position to prove the assertions made at the start

of this section. We insert a complex-valued function f(t) = ezt with z = a + ib
(a, b ∈ � ) and f ′(t) = zezt in (3.1), and then proceed to solve the characteristic

equation:

(3.4) z · ez = −c.

This equation has infinitely many complex solutions zν , and we now know that

every differentiable solution to a linear functional differential equation with constant
coefficients can be expressed by a convergent generalized Fourier series

∑

ν

Γν · ezν ,

where the coefficients Γν are constants if all zν are simple solutions to (3.4). How-
ever, it is nearly impossible to calculate all zν exactly. Hilb’s formulas for the Γν ,
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moreover depending on the given function f in the starting interval [t0, t0 + δ], are
too complicated for practical calculation. Nevertheless, it may be possible to decide
under what conditions solutions zν = aν + ibν with negative aν exist, i.e. stable
solutions to the differential equation with an advancing argument.

Returning to the general solution to (3.1), we obtain

(3.5) (a + ib)ea+ib = −c,

where b can be positive or negative. By splitting (3.5), we get the system

ea(a cos b− b sin b) = −c,(3.6)

b cos b + a sin b = 0.(3.7)

For sin b 6= 0, equation (3.7) implies a = −b cos b/ sin b. Inserting this term into (3.6),

we get

(3.8) b/ sin b = c · eb cos b/ sin b.

The graph of the left-hand side b/ sin b of (3.8) is intersected by the graph of the
right-hand side of (3.8), and we see infinitely many solutions bk for b > π, all im-
plying negative ak, but only one solution a1 for b1 ∈ [0, π]. This solution implies a
negative a1 for c < π/2 and further a positive a1 for c > π/2. The case sin b1 = 0
implies b1 = 0 and, by (3.6), a negative a1; this means a stable real solution.

Hence, by means of Theorem 2, we can state that every solution of (3.1) is stable

if and only if c ∈ (0, π/2). For c = π/2, we obtain a1 = 0, b1 = π/2, and the
corresponding solution is non-stable, but periodic.

This example shows all possible types of solutions to a linear difference-differential
equation with constant coefficients, and, because all solutions to the characteristic

equation can be found graphically, it can be easily followed.

As to equation (3.3), there exist infinitely many zν = av + ibν with negative aν ,

but also one real positive zν . If we want a stable solution, we have to take a linear
combination of the exp(zν · t) with negative aν , but this is not a rational function.
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4. Stability properties of the solutions to the dynamic

monetary model

The examples in the preceding section served to introduce a solution method

that is different from the use of the Laplace transform by which many examples
are treated in Bellman and Cooke [1]. In Krtscha [11] and some other papers, the

fixed-point principle of Banach is applied to prove the uniqueness of a given solution,
see Driver [3, p. 255–267]. The disadvantage of the latter method is its limitation

to local statements. However, in order to use our Theorem 2 we must find out
where the characteristic roots are situated. For this purpose, we will use a “rotation

method” which is applicable in cases where the rotation method described by Hale
and Verduyn Lunel [4, p. 415, Theorem A.2] does not work since there exist roots to

the right of the imaginary axis.

For the economic model developed in Section 2, it is again easy to find the real
solutions zν to the characteristic equation graphically. However, as we are interested

only in stable solutions, we have to show that all other solutions zν = av + ibν have
positive aν , implying not bounded solutions. If this can be achieved, there is a unique

stable solution to the system that determines the model dynamics.

Theorem 3. Given the conditions (2.12), (2.13) and (2.14) on the coefficients A,

B and C, the characteristic equation of the difference-differential equation (2.11)
admits no complex root with nonpositive real part, except a unique negative one.

����� �"!
. With

(4.1) Π(z) := B −AeΩz −BCz + ACzeΩz − z2

we get the characteristic equation

(4.2) Π(z) = 0

It is not difficult to show graphically, as von Kalckreuth and Schröder [10] have done,
that there is one and only one negative real solution to the characteristic equation.

To complete the proof we now have to show that this stable solution is unique. �

Lemma. There is no complex solution z = −u + iv with u > 0 and v 6= 0 to the
characteristic equation B − AeΩz − BCz + ACzeΩz − z2 = 0 with 0 < A < B and

C > 0.
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����� �"!
. By inserting z = −u+iv in the characteristic equation and splitting up

into the real and the imaginary part, we obtain a system of two equations

B

A
= e−uΩ cos vΩ +

1
A
· (u2 − v2)(1 + uC) + 2uv2C

(1 + uC)2 + v2C2
,(4.3)

1
A

= e−uΩ sin vΩ · (1 + uC)2 + v2C2

(v2 − u2)vC + (1 + uC)2uv
.(4.4)

Since B
A > 1 and e−uΩ cos vΩ 6 1, equation (4.3) implies the inequality

(4.5) (u2 − v2)(1 + uC) + 2uv2C > 0,

so that u = 0 is impossible. A purely imaginary solution to the characteristic equa-
tion, i.e. a periodic solution, can thus be excluded.
In order to consider solutions within the second and third quadrant of the complex

plane, we watch the plane along a rotating ray, i.e. we define

v := mu, with u > 0 and fixed real m 6= 0,

and insert it in (4.4), to get

1
A

= e−uΩ sinmuΩ
mu2

· (1 + uC)2 + m2u2C2

(m2 + 1)uC + 2
.

Inserting this in (4.3), we obtain the equation

(4.6)
B

A
= e−uΩ

[
cosmuΩ +

sinmuΩ
m

(1−m2)(1 + uC) + 2um2C

(m2 + 1)uC + 2

]
,

which implies the inequality

(4.7)
B

A
6 e−uΩ

[
1 +

∣∣∣∣
sin muΩ

m

∣∣∣∣ ·
∣∣∣∣
1−m2 + uC(1 + m2)

2 + uC(1 + m2)

∣∣∣∣
]
.

Due to (4.5), the last ratio in (4.7) is positive, and as 1−m2 < 2, this expression is
bounded by 1. Hence (4.7) implies

B

A
6

1 +
∣∣ sin muΩ

m

∣∣
euΩ

6
1 + |m|uΩ

|m|

1 + uΩ + u2Ω2

2! + . . .
6 1.

This last inequality is in contradiction to A < B. This proves our lemma, and also the

fact that a non-exploding and non-trivial solution to the differential-difference equa-
tion can only be based upon a negative real solution of the characteristic equation
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to the differential difference equation. As there is one and only one such negative

real characteristic root, the series of the non-exploding solution to our functional
equation is reduced to

(4.8) f(x) = −exp(z1 · t)
Π′(z1)

C1,

where the constant C1, defined in Theorem 1, can be chosen in such a way that the
initial condition for t = 0 be fulfilled. �

By imposing equation (2.15), von Kalckreuth and Schröder [10] confine the solution

of system (2.1)–(2.6) to a simple exponential. Dropping this ad-hoc restriction and
thus generalizing the system to an unrestricted perfect foresight model does not lead
to additional stable solutions. The initial condition that corresponds to this perfect

foresight equilibrium consists in the self fulfilling expectation on part of the market
participants that the time path described by equation (4.8) will hold during the

starting interval, t ∈ [t0, t0 + Ω]. All the economic conclusions developed in von
Kalckreuth and Schröder [10] with respect to monetary transmission and speed of

adjustment under decreasing service life of capital remain intact and survive the
generalization.
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