
Kybernetika

Takeshi Takaishi; Masato Kimura
Phase field model for mode III crack growth in two dimensional elasticity

Kybernetika, Vol. 45 (2009), No. 4, 605--614

Persistent URL: http://dml.cz/dmlcz/140066

Terms of use:
© Institute of Information Theory and Automation AS CR, 2009

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to digitized
documents strictly for personal use. Each copy of any part of this document must contain these
Terms of use.

This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz

http://dml.cz/dmlcz/140066
http://project.dml.cz


KYBERNET IK A — VOLUME 4 5 ( 2 0 0 9 ) , N U MBE R 4 , P AG E S 6 0 5 – 6 1 4

PHASE FIELD MODEL FOR MODE III CRACK GROWTH
IN TWO DIMENSIONAL ELASTICITY

Takeshi Takaishi and Masato Kimura

A phase field model for anti-plane shear crack growth in two dimensional isotropic elastic
material is proposed. We introduce a phase field to represent the shape of the crack with
a regularization parameter ε > 0 and we approximate the Francfort–Marigo type energy
using the idea of Ambrosio and Tortorelli. The phase field model is derived as a gradient
flow of this regularized energy. We show several numerical examples of the crack growth
computed with an adaptive mesh finite element method.
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1. CRACK GROWTH MODEL

We propose the following mathematical model for the mode III (anti-plane shear
mode) crack growth in an elastic plate. Let Ω be a bounded two dimensional domain
with a piecewise smooth boundary Γ, and let ΓD be a nonempty open portion of Γ
which consists of a finite number of connected components. We define ΓN := Γ\ΓD.
For t > 0, we consider the equations:





α1
∂u

∂t
= div

(
(1 − z)2∇u

)
x ∈ Ω,

α2
∂z

∂t
=

(
ε∆z − γ2

ε
z + |∇u|2(1 − z)

)

+

x ∈ Ω,

u(x, t) = g(x, t) x ∈ ΓD

∂u

∂n
= 0 x ∈ ΓN ,

∂z

∂n
= 0 x ∈ Γ,

+ I.C. (2) x ∈ Ω,

(1)

where u(x, t) represents the small anti-plane displacement at the position x ∈ Ω and
time t ≥ 0, and g(x, t) is a given anti-plane displacement on the boundary ΓD. The
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variable z(x, t) satisfies 0 ≤ z(x, t) ≤ 1 in Ω and represents the crack shape, as z ≈ 0
in the region without crack and z ≈ 1 near the crack. The minimum length scale of
z is given as O(ε) with a small regularization parameter ε > 0. The function z(x, t)
is called the phase field for the crack shape. For stable numerical simulations, we
also introduce small time relaxation parameters α1 ≥ 0 and α2 > 0. The initial
conditions for (1) are given as follows:

{
u(x, 0) = u0(x) x ∈ Ω (omitted if α1 = 0),

z(x, 0) = z0(x) ∈ [0, 1] x ∈ Ω,
(2)

The first equation of (1) expresses the force balance in the uncracked region
(z ≈ 0), and the second equation expresses the crack evolution due to the modulus of
the stress |∇u|. The material constant γ > 0 is called the fracture toughness, which
prescribes the critical value of the energy release rate in the Griffith’s criterion. It
is harder for the crack to grow, if the value of γ is larger.

A crack once generated can be no longer repaired. We put ( )+ to the right hand
side of the second equation, where (a)+ = max(a, 0). It guarantees the non-repair
condition for the crack: ∂z

∂t ≥ 0.
The derivation of this mathematical model is shown in Section 2, and some com-

putational results will be given in Section 3.

2. DERIVATION OF THE MODEL

We consider a crack propagation in a plate by the deformation perpendicular to the
plate. Let Ω be a bounded two dimensional domain as described in Section 1 We
denote by x = (x1, x2) ∈ R2 a Cartesian coordinate parallel to the plate, and by x3

the coordinate perpendicular to the plate. The plate is supposed to be an isotropic
elastic material with a constant thickness and is treated as a two dimensional do-
main Ω.

We consider a crack in Ω, which is denoted by a closed subset Σ ⊂ Ω. We assume
that the deformation of the plate is limited to the x3-direction, and the anti-plane
displacement is denoted by u(x) ∈ R for x ∈ Ω\Σ. In the case that the speed of
the crack evolution is very slow, we can apply the quasi-static assumption that the
following equations are valid for every fixed t:





−µ∆u = f in Ω\Σ,

u = g on ΓD,

µ
∂u

∂n
= h on ΓN ,

∂u±

∂n
= 0 on Σ±,

(3)

where f(x) is a given external load perpendicular to the plate on Ω, g(x) is a given
anti-plane displacement on ΓD, and h(x) is a given boundary load in the x3-direction
on ΓN . The outward normal derivative on the boundary of Ω\Σ is denoted by ∂

∂n . In
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particular, ∂u+

∂n and ∂u−

∂n stand for the outward normal derivatives of u on the sides
Σ+ and Σ−, respectively, where the both sides of the crack Σ are denoted by Σ+

and Σ−. The parameter µ > 0 is the rigidity, which is one of the Lamé constants.
The solution u to (3) is obtained as a unique minimizer of the following elastic

potential energy including the external loads:

E1(v, Σ) =
µ

2

∫

Ω\Σ

|∇v|2 dx −
∫

Ω

fv dx −
∫

ΓN

hv ds (v ∈ V (g, Ω\Σ)) ,

where V (g, Ω\Σ) :=
{
v ∈ H1(Ω\Σ); v = g on ΓD

}
. We have assumed that g = g̃|ΓD

with g̃ ∈ H1(Ω) and that h ∈ L2(ΓN ).
According to the classical theory of brittle fracture by A.A. Griffith [8], the elastic

energy which is released along the crack evolution is the source of energy supply for
creating new crack. Francfort–Marigo [7] proposed the following energy based on
the Griffith’s theory:





E(Σ) = E1(u, Σ) + E2(Σ),

E1(u, Σ) = min
v∈V (g,Ω\Σ)

E1(v, Σ) (u ∈ V (g, Ω\Σ)) ,

E2(Σ) :=

∫

Σ

γ(x) ds.

(4)

The total energy of our system E, which we call free energy in the analogy of the
time dependent Ginzburg–Landau (TDGL) theory or the phase field model approach
([11] etc.), is given by sum of the elastic potential energy E1 over Ω\Σ and a surface
energy E2 on the crack. At a time t, the bulk energy E1(u, Σ) which is generated
by the strain of the elastic plate is given as the minimum potential energy of E1.

Let us suppose that a crack Σ grows and becomes Σ̃(⊃ Σ). Since V (g, Ω\Σ) ⊂
V (g, Ω\Σ̃),

E1(u, Σ) = min
v∈V (g,Ω\Σ)

E1(v, Σ̃) ≥ min
v∈V (g,Ω\Σ̃)

E1(v, Σ̃) = E1(ũ, Σ̃),

holds. The released potential energy E1(u, Σ)−E1(ũ, Σ̃) ≥ 0 along the crack growth
from Σ to Σ̃ is used to reduce the surface energy E2 depending on the fracture
toughness γ(x) > 0.

In [7], they proposed a mathematical model for crack growth with this energy
and studied it in detail. In practical numerical computation, however, we have the
following numerical difficulties: 1) numerical treatment of stress concentration at
the crack tip (i. e. |∇u| = ∞), 2) no explicit formula for crack path determination,
3) numerical treatment of crack initiation or subcrack, 4) numerical task to remesh
Ω\Σ(t) for the finite element method or other numerical methods.

In order to represent the crack shape, we consider a phase field z(x), which
satisfies z ≈ 1 around the crack and z ≈ 0 for the other region. Introducing a
sufficiently small spatial regularization parameter ε > 0, we suppose that the crack
has O(ε) thickness. Let E1(u, z) and E2(z) be approximations of the bulk energy
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E1(u, Σ) and the surface energy E2(Σ), respectively. Using the idea of Ambrosio–
Tortorellio [1], we consider the following regularized energy which depends on the
anti-plane displacement u ∈ V (g, Ω) and the phase field for the crack shape z ∈
H1(Ω) with 0 ≤ z(x) ≤ 1:





E(u, z) := E1(u, z) + E2(z),

E1(u, z) :=
µ

2

∫

Ω

(1 − z)2|∇u|2 dx −
∫

Ω

fu dx −
∫

ΓN

(1 − z)2hu ds,

E2(z) :=
1

2

∫

Ω

γ(x)

(
ε|∇z|2 +

1

ε
z2

)
dx.

(5)

In [1], it is mathematically proved that this energy approximates (4) if ε → 0 in the
sense of Γ-convergence.

We suppose that the given external force f, h and the given boundary displace-
ment g changes slowly in time and that u and z approach to the (quasi-)equilibrium
state in relatively smaller time scales. In the TDGL theory or the phase field ap-
proach, the dynamics near equilibrium of a system is described by the gradient flow
of the free energy (see [11] etc.). In general, for a free energy F (u), its gradient flow
is given by α∂u

∂t = − δF
δu , where α > 0 is a suitable time constant and δF

δu is the first
variation of F with respect to u.

Suppose that ΓN = Γ0
N ∪ Γ1

N ,Γ0
N ∩ Γ1

N = ∅ and that h = 0 on Γ0
N . We assume

that h may not vanish on Γ1
N and the crack does not touch the boundary Γ1

N . We
assume the following conditions:





u = g
∂z

∂n
= 0 on ΓD,

µ
∂u

∂n
= h = 0

∂z

∂n
= 0 on Γ0

N,

µ
∂u

∂n
= h z = 0 on Γ1

N.

(6)

Under these assumptions, the gradient flow of the energy (5) with respect to u
becomes

α1
∂u

∂t
= µ div

(
(1 − z)2∇u

)
+ f. (7)

We remark that α1 = 0 corresponds to the original quasi-static assumption in (3)
and the case with 0 < α1 ¿ 1 is considered as its natural approximation. Actually,
in case of α1 = 0, the elliptic equation degenerates if z = 1 and a small time constant
α1 > 0 is effective to stabilize its numerical computation.

Similarly, under these conditions we have the gradient flow for z(x, t) with a
suitable time constant α2 > 0:

α2
∂z

∂t
= ε div (γ(x)∇z) − γ(x)

ε
z + µ|∇u|2(1 − z). (8)
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Summarizing (7) and (8), we obtain the following phase field model for crack
growth:





α1
∂u

∂t
= µ div

(
(1 − z)2∇u

)
+ f(x, t) x ∈ Ω,

α2
∂z

∂t
=

(
ε div (γ(x)∇z) − γ(x)

ε
z + µ|∇u|2(1 − z)

)

+

x ∈ Ω,

+ B.C. (6),

+ I.C. (2).

(9)

In the second equation, to guarantee the non-repair condition for the crack (∂z
∂t ≥ 0),

we have modified (8) as α2
∂z
∂t = (· · · )+, where (a)+ = max(a, 0). A class of such

evolution equations with constraint is studied mathematically in [13] etc. Similar
approaches to compute the Francfort–Marigo model with regularized energy are
found in [2, 3, 4, 5] etc. We remark that the energy of this system satisfies the
gradient flow structure as d

dtE(u, z) = −
∫
Ω

(
α1|ut|2 + α2|zt|2

)
dx when h, f and g

are constant in time.
In (9), setting Γ0

N = ΓN , f = 0, γ(x) ≡ γ > 0, µ = 1 and replacing εγ by ε,
we obtain (1). This model no longer has any numerical difficulties for computer
simulation. Several numerical results is shown in the next section.

3. NUMERICAL SIMULATION

For our numerical simulation, we used an adaptive mesh finite element solver for re-
action diffusion systems [9, 10] with an adaptive mesh FEM toolbox ALBERTA [12].

Let uk(x) and zk(x) be approximations of u and z at t = kτ (k = 0, 1, 2, · · · ),
respectively, with time increment τ > 0. To obtain uk and zk from uk−1 and zk−1,
we adopt the following implicit scheme for the first two equations of (9):





α1
uk − uk−1

τ
= µ div

(
(1 − zk−1)2∇uk

)
,

α2
z̃k − zk−1

τ
= ε div

(
γ(x)∇z̃k

)
− γ(x)

ε
z̃k + µ|∇uk−1|2(1 − z̃k),

zk = max(z̃k, zk−1).

(10)

The condition z̃k ∈ [0, 1] is derived by the maximum principle of elliptic equations
for z̃k, and it leads zk ∈ [0, 1]. In this paper, we adapt this simple scheme (10) with
sufficiently small τ . But it will be interesting to apply the projected SOR method
([6] etc.) to the second equation of (9) for more accurate computation.

We solve (10) by using the adaptive mesh FEM with P1 elements and adaptive
time step control (see [9, 10]). In the following simulations, we put ε = 10−3, α1 =
0, α2 = 10−3 in (9), and set the computational domain as Ω = (−1, 1)× (−1, 1) with
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ΓD = {(x1, x2)|x1 ∈ (−1, 1), x2 = ±1, }. The boundary condition for u is given by
g(x, t) = 10x2t for x ∈ ΓD and t ≥ 0.

We consider four cases with different γ and z0(x). We set the fracture toughness
γ is constant in the first three cases, and consider variable γ = γ(x) in the last case.

Table. Computational data on adaptive mesh.

max(mesh number) min(mesh size) min(τ) max (τ)
i) 8192 0.005524 0.001477 0.089005
ii) 40824 0.001953 0.001407 0.066417
iii) (a) 18496 0.002762 0.001477 0.063254
iii) (b) 17788 0.002762 0.001477 0.069738
iv) (a) 128856 0.001953 0.001407 0.088783
iv) (b) 114264 0.000691 0.001407 0.098128

Table shows the computational data on adaptive mesh for these numerical simu-
lations.

i) One crack (γ = 0.5)

We set one straight crack in the plate at t = 0. For the initial condition for z, we
define z0(x) := ζ0(x1 + 0.5, x2) where ζ0(x) := e−(x2/δ)2(1 + ex1/δ)−1 with δ = 0.1 .
(In the other simulations ii) – iv), their initial conditions are also defined similarly
with suitable shift and superposition of the above ζ0(x).) We can see that the crack
grows straight and reaches the right-hand side boundary (Figure 1).

t = 0 t = 0.5 t = 1 t = 2

Fig. 1. Birdviews of u(top), u (middle) and z (bottom).
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ii) Two cracks in the same direction (γ = 0.5)

At t = 0 we set two cracks on the left-hand side boundary with the same length.
If the length is long enough, they reach to the right-hand side boundary. They,
however, merge into one crack when the length of the two cracks is not enough long
(Figure 2).

t = 0 t = 0.5 t = 1 t = 2

Fig. 2. Birdviews of u(top), u (middle) and z (bottom) in the temporal

evolution of the cracks when initial length of cracks is 0.5.

iii) Two cracks in the alternated directions (γ = 0.5).

When we set two cracks that one starts from the left-hand side boundary and
another starts from the right-hand side boundary, then crack growth patterns are
classified in three cases. Only when the initial cracks are sufficiently long, they
reach the opposite boundaries (Figure 3 (a)). If we set sufficiently short cracks in
alternative directions, as we can easily imagine, they reach and connect to each
other. But, in some middle length case, a subcrack (side-branched crack) appears
(Figure 3 (b)).

iv) One crack with variable fracture toughness (γ = γ(x)).

We show the results of two cases that the fracture toughness varies in the plane.
The crack is going to the straight way, however, on the way to another side the front
of crack find the weak (small toughness) point and turn into there. We set γ as (a) a
checkerboard pattern (γ(x) = 0.5(1 + 0.2 cos 10x · cos 10y)) and (b) a stripe pattern
(γ(x) = 0.5(1 + 0.2(cos 10x + cos 10y))). Figure 4 shows that the crack propagates
to the right-hand side boundary through the weaker points of γ.
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t = 0 t = 0.5 t = 1 t = 2

(a)

t = 0 t = 0.5 t = 1 t = 2

(b)

Fig. 3. Birdviews of u(top), u (middle) and z (bottom) in the temporal

evolution of the cracks with initial cracks of length (a) 1.8 and (b) 1.7.



Phase Field Model for Mode III Crack Growth 613

t = 0 t = 0.5 t = 1 t = 2

(a)

t = 0 t = 0.5 t = 1 t = 2

(b)

Fig. 4. Birdviews of u(top), u (middle) and z (bottom) in the temporal
evolution of the cracks when (a) γ(x) = 0.5(1 + 0.2 cos 10x · cos 10y) and

(b) γ(x) = 0.5(1 + 0.2(cos 10x + cos 10y)).

(Received October 30, 2008.)
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