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#### Abstract

We deal with the Galerkin discretization of the boundary integral equations corresponding to problems with the Helmholtz equation in 3D. Our main result is the semi-analytic integration for the bilinear form induced by the hypersingular operator. Such computations have already been proposed for the bilinear forms induced by the single-layer and the double-layer potential operators in the monograph The Fast Solution of Boundary Integral Equations by O. Steinbach and S. Rjasanow and we base our computations on these results.
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## InTRODUCTION

The boundary element method (BEM) has started to play an important role in modern mathematics during the last few decades. Together with the finite element method (FEM) it belongs to the most widely used numerical schemes for solving elliptic partial differential equations. Contrary to FEM based on the classic variational

[^0]formulation of the given problem, the core of BEM is the boundary integral formulation leading to a dimension reduction. This approach is particularly advantageous when solving a problem on an unbounded domain that is reduced to a boundary integral equation (BIE) on a compact boundary. A typical example of such a problem is sound scattering described by the Helmholtz equation. On the other hand, one has to deal with fully populated matrices and most importantly with integration of singular functions.

One of the discretization techniques for BIEs is the Galerkin scheme comprising an additional integration of the integral equation over the boundary. Since the integrands are rather complex (and singular) functions, in 3D it seems impossible to compute both the surface integrals analytically. There exist several possibilities of setting up the Galerkin matrices. One of them is a fully numerical scheme using a transformation rendering the integrands analytic (see, e.g., [7]). However, it is also possible to compute the inner integral analytically and use a suitable quadrature scheme for the remaining one. In [6], the analytic formulae are provided for the singlelayer and the double-layer potential operators. The main result of the present paper is the semi-analytic integration for the bilinear form induced by the hypersingular operator based on the above mentioned results. Moreover, the result can be used for a single-layer potential equation with the piecewise affine approximation of the Neumann data (see Remark 2.2).

## 1. Representation formula and BIE

We consider the exterior Neumann boundary value problem (BVP) for the Helmholtz equation

$$
\left\{\begin{align*}
\Delta u+\kappa^{2} u & =0 & & \text { in } \Omega^{\mathrm{ext}}:=\mathbb{R}^{3} \backslash \bar{\Omega},  \tag{1.1}\\
\frac{\partial u}{\partial \boldsymbol{n}} & =g_{\mathrm{N}} & & \text { on } \partial \Omega, \\
\left|\left\langle\nabla u(\boldsymbol{x}), \frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}\right\rangle-\mathrm{i} \kappa u(\boldsymbol{x})\right| & =\mathcal{O}\left(\frac{1}{\|\boldsymbol{x}\|^{2}}\right) & & \text { for }\|\boldsymbol{x}\| \rightarrow \infty,
\end{align*}\right.
$$

with a bounded Lipschitz domain $\Omega$, the wave number $\kappa \in \mathbb{R}_{+}, \boldsymbol{n}$ denoting the unit exterior normal vector to $\partial \Omega$ (note that $\boldsymbol{n}$ is directed to the exterior of $\Omega$ ) and $g_{\mathrm{N}} \in H^{-1 / 2}(\partial \Omega)$. The Sommerfeld radiation condition ensures the uniqueness of the solution. We seek the weak solution in the Sobolev space $H_{\text {loc }}^{1}\left(\Omega^{\text {ext }}, \Delta\right)$, i.e., the space of functions in

$$
H^{1}(\widetilde{\Omega}, \Delta):=\left\{u \in L^{2}(\widetilde{\Omega}): \frac{\partial u}{\partial x_{i}} \in L^{2}(\widetilde{\Omega}) \wedge \Delta u \in L^{2}(\widetilde{\Omega})\right\}
$$

for all bounded domains $\widetilde{\Omega} \subset \Omega^{\text {ext }}$. The derivatives are considered in the distributional sense.

Solution to (1.1) is given by the representation formula (see [3], [6])

$$
\begin{equation*}
u=W_{\kappa} \gamma^{0, \mathrm{ext}} u-\widetilde{V}_{\kappa} \gamma^{1, \mathrm{ext}} u \quad \text { in } \Omega^{\mathrm{ext}} \tag{1.2}
\end{equation*}
$$

with the Dirichlet and Neumann trace operators

$$
\gamma^{0, \mathrm{ext}}: H_{\mathrm{loc}}^{1}\left(\Omega^{\mathrm{ext}}, \Delta\right) \rightarrow H^{1 / 2}(\partial \Omega), \quad \gamma^{1, \mathrm{ext}}: H_{\mathrm{loc}}^{1}\left(\Omega^{\mathrm{ext}}, \Delta\right) \rightarrow H^{-1 / 2}(\partial \Omega)
$$

generalizing the concept of the restriction of a function to the boundary and the normal derivative, respectively, and the integral operators

$$
\begin{aligned}
& \widetilde{V}_{\kappa}: H^{-1 / 2}(\partial \Omega) \rightarrow H_{\mathrm{loc}}^{1}\left(\Omega^{\mathrm{ext}}, \Delta\right), \quad\left(\widetilde{V}_{\kappa} q\right)(\boldsymbol{x}):=\int_{\partial \Omega} v_{\kappa}(\boldsymbol{x}, \boldsymbol{y}) q(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \\
& W_{\kappa}: H^{1 / 2}(\partial \Omega) \rightarrow H_{\mathrm{loc}}^{1}\left(\Omega^{\mathrm{ext}}, \Delta\right), \quad\left(W_{\kappa} t\right)(\boldsymbol{x}):=\int_{\partial \Omega} \frac{\partial v_{\kappa}}{\partial \boldsymbol{n}_{\boldsymbol{y}}}(\boldsymbol{x}, \boldsymbol{y}) t(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} .
\end{aligned}
$$

The function $v_{\kappa}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{C}$ denotes the fundamental solution for the Helmholtz equation in 3 D , i.e.,

$$
v_{\kappa}(\boldsymbol{x}, \boldsymbol{y}):=\frac{1}{4 \pi} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|} .
$$

To obtain the solution to (1.1) using the representation formula (1.2), we need to compute the missing Cauchy data, i.e., the missing boundary values. Since we deal with the Neumann problem (i.e., the Neumann trace $\gamma^{1, \text { ext }} u=g_{\mathrm{N}}$ is given), we have to compute the Dirichlet trace $\gamma^{0, \mathrm{ext}} u$. Applying the Neumann trace operator $\gamma^{1, \text { ext }}$ to (1.2) and inserting the known Neumann trace $\gamma^{1, \mathrm{ext}} u=g_{\mathrm{N}}$, we obtain the boundary integral equation defining the relation between the boundary data (see [3], [6])

$$
\begin{equation*}
\left(D_{\kappa} \gamma^{0, \mathrm{ext}} u\right)(\boldsymbol{x})=-\frac{1}{2} g_{\mathrm{N}}(\boldsymbol{x})-\left(K_{\kappa}^{*} g_{\mathrm{N}}\right)(\boldsymbol{x}) \quad \text { for } \boldsymbol{x} \in \partial \Omega \tag{1.3}
\end{equation*}
$$

with the hypersingular operator $D_{\kappa}: H^{1 / 2}(\partial \Omega) \rightarrow H^{-1 / 2}(\partial \Omega), D_{\kappa}:=-\gamma^{1, \text { ext }} W_{\kappa}$, and the adjoint double-layer potential operator $K_{\kappa}^{*}: H^{-1 / 2}(\partial \Omega) \rightarrow H^{-1 / 2}(\partial \Omega)$,

$$
\begin{aligned}
\left(K_{\kappa}^{*} q\right)(\boldsymbol{x}) & :=\int_{\partial \Omega} \frac{\partial v_{\kappa}}{\partial \boldsymbol{n}_{\boldsymbol{x}}}(\boldsymbol{x}, \boldsymbol{y}) q(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \\
& =\frac{1}{4 \pi} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|^{3}}(\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|-1)\langle\boldsymbol{x}-\boldsymbol{y}, \boldsymbol{n}(\boldsymbol{x})\rangle q(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \quad \text { for } \boldsymbol{x} \in \partial \Omega .
\end{aligned}
$$

The boundary integral equation (1.3) is equivalent to the variational formulation

$$
\begin{equation*}
\int_{\partial \Omega}\left(D_{\kappa} \gamma^{0, \mathrm{ext}} u\right)(\boldsymbol{x}) t(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}=\int_{\partial \Omega}\left(-\frac{1}{2} g_{\mathrm{N}}-K_{\kappa}^{*} g_{\mathrm{N}}\right)(\boldsymbol{x}) t(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \tag{1.4}
\end{equation*}
$$

for all $t \in H^{1 / 2}(\partial \Omega)$. To regularize the hypersingular term on the left-hand side of (1.4), we use a representation using surface curl operators (see Theorem 3.4.2 in [4] and Theorem 3.3.22, Corollary 3.3.24 in [7]). For $q, t \in H^{1 / 2}(\partial \Omega)$ we have

$$
\begin{aligned}
\int_{\partial \Omega}\left(D_{\kappa} t\right)(\boldsymbol{x}) q(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}= & \frac{1}{4 \pi} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|}\left\langle\operatorname{curl}_{\partial \Omega} t(\boldsymbol{y}), \boldsymbol{\operatorname { c u r l }}_{\partial \Omega} q(\boldsymbol{x})\right\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \\
& -\frac{\kappa^{2}}{4 \pi} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|} t(\boldsymbol{y}) q(\boldsymbol{x})\langle\boldsymbol{n}(\boldsymbol{x}), \boldsymbol{n}(\boldsymbol{y})\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}
\end{aligned}
$$

with the surface curl operator

$$
\operatorname{curl}_{\partial \Omega} t(\boldsymbol{y}):=\boldsymbol{n}(\boldsymbol{y}) \times \nabla \tilde{t}(\boldsymbol{y}) \quad \text { for } \boldsymbol{y} \in \partial \Omega
$$

where $\tilde{t}$ is some locally defined extension of $t$ into a neighbourhood of $\partial \Omega$.
In the following text we also utilize the zero-jump property of the hypersingular operator on the boundary, i.e.,

$$
\begin{equation*}
\left[\gamma^{1} W_{\kappa} t\right]:=\gamma^{1, \mathrm{ext}} W_{\kappa} t-\gamma^{1, \text { int }} W_{\kappa} t=0 \quad \text { for all } t \in H^{1 / 2}(\partial \Omega) \tag{1.5}
\end{equation*}
$$

## 2. Numerical realization

Since the variational formula (1.4) is defined on $\partial \Omega$, we only have to discretize the boundary of $\Omega \subset \mathbb{R}^{3}$. To approximate $\partial \Omega$, we use a triangulation

$$
\partial \Omega \approx \bigcup_{k=1}^{E} \overline{\tau_{k}}
$$

with open triangles $\tau_{k}$ and assume that neighbouring elements either share a whole edge or a single vertex. We use the symbols $E, N$ to denote the number of elements and triangulation nodes, respectively.
2.1. Galerkin equations. To approximate the given Neumann data, we use the $L^{2}$ projection into the space $T_{\psi}(\partial \Omega)$ of piecewise constant basis functions (see Figure 2.1a), i.e.,

$$
g_{\mathrm{N}} \approx g_{\mathrm{N}, h}:=\arg \min _{g_{\psi} \in T_{\psi}(\partial \Omega)}\left\|g_{\mathrm{N}}-g_{\psi}\right\|_{L^{2}(\partial \Omega)}=\sum_{l=1}^{E} g_{l}^{\mathrm{N}} \psi_{l}
$$


(a) Piecewise constant basis function.

(b) Piecewise affine continuous basis function.

Figure 2.1. Basis functions.
and we seek the unknown Dirichlet trace in the space $T_{\varphi}(\partial \Omega)$ of piecewise affine continuous basis functions (see Figure 2.1b) as

$$
\gamma^{0, \mathrm{ext}} u \approx g_{\mathrm{D}, h}:=\sum_{j=1}^{N} g_{j}^{\mathrm{D}} \varphi_{j} .
$$

Inserting the approximations of the boundary data into (1.4) and choosing $\varphi_{i}$ as the test functions, we obtain the Galerkin equations

$$
\sum_{j=1}^{N} g_{j}^{\mathrm{D}} \int_{\partial \Omega}\left(D_{\kappa} \varphi_{j}\right)(\boldsymbol{x}) \varphi_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}=\sum_{l=1}^{E} g_{l}^{\mathrm{N}} \int_{\partial \Omega}\left(-\frac{1}{2} \psi_{l}-K_{\kappa}^{*} \psi_{l}\right)(\boldsymbol{x}) \varphi_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}
$$

for $i \in\{1, \ldots, N\}$ or the matrix formulation

$$
\begin{equation*}
\mathrm{D}_{\kappa, h} \boldsymbol{g}^{\mathrm{D}}=\left(-\frac{1}{2} \mathrm{M}_{h}^{\top}-\mathrm{K}_{\kappa, h}^{\top}\right) \boldsymbol{g}^{\mathrm{N}} \tag{2.1}
\end{equation*}
$$

with the vectors $\boldsymbol{g}^{\mathrm{D}}:=\left[g_{1}^{\mathrm{D}}, \ldots, g_{N}^{\mathrm{D}}\right]^{\boldsymbol{\top}}, \boldsymbol{g}^{\mathrm{N}}:=\left[g_{1}^{\mathrm{N}}, \ldots, g_{E}^{\mathrm{N}}\right]^{\boldsymbol{\top}}$ and the matrices $\mathrm{D}_{\kappa, h} \in$ $\mathbb{C}^{N \times N}, \mathrm{M}_{h} \in \mathbb{R}^{E \times N}$, and $\mathrm{K}_{\kappa, h} \in \mathbb{C}^{E \times N}$ given by

$$
\begin{align*}
\mathrm{D}_{\kappa, h}[i, j]:= & \frac{1}{4 \pi} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|}\left\langle\operatorname{curl}_{\partial \Omega} \varphi_{j}(\boldsymbol{y}), \operatorname{curl}_{\partial \Omega} \varphi_{i}(\boldsymbol{x})\right\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}  \tag{2.2}\\
& -\frac{\kappa^{2}}{4 \pi} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|} \varphi_{j}(\boldsymbol{y}) \varphi_{i}(\boldsymbol{x})\langle\boldsymbol{n}(\boldsymbol{x}), \boldsymbol{n}(\boldsymbol{y})\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \\
\mathrm{M}_{h}[l, i]:= & \int_{\tau_{l}} \varphi_{i}(\boldsymbol{x}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}},
\end{align*}
$$

$$
\begin{equation*}
\mathrm{K}_{\kappa, h}[l, i]:=\frac{1}{4 \pi} \int_{\tau_{l}} \int_{\partial \Omega} \varphi_{i}(\boldsymbol{y}) \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|^{3}}(1-\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|)\langle\boldsymbol{x}-\boldsymbol{y}, \boldsymbol{n}(\boldsymbol{y})\rangle \mathrm{d} s_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \tag{2.3}
\end{equation*}
$$

2.2. Integration over boundary elements. To assemble the system of linear equations (2.1), it is necessary to evaluate the double surface integrals building the
matrices $\mathrm{K}_{\kappa, h}, \mathrm{D}_{\kappa, h}$. The entries in the double-layer potential matrix $\mathrm{K}_{\kappa, h}$ from (2.3) can be rewritten as

$$
\begin{aligned}
\mathrm{K}_{\kappa, h}[l, i]= & \frac{1}{4 \pi} \int_{\tau_{l}} \int_{\partial \Omega} \varphi_{i}(\boldsymbol{y}) \frac{\langle\boldsymbol{x}-\boldsymbol{y}, \boldsymbol{n}(\boldsymbol{y})\rangle}{\|\boldsymbol{x}-\boldsymbol{y}\|^{3}} \mathrm{~d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \\
& +\frac{1}{4 \pi} \int_{\tau_{l}} \int_{\partial \Omega} \varphi_{i}(\boldsymbol{y}) \frac{\langle\boldsymbol{x}-\boldsymbol{y}, \boldsymbol{n}(\boldsymbol{y})\rangle}{\|\boldsymbol{x}-\boldsymbol{y}\|^{3}}\left(\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}(1-\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|)-1\right) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} .
\end{aligned}
$$

Since the latter integrand has no singularity for $\boldsymbol{x} \rightarrow \boldsymbol{y}$, we can use a suitable numerical quadrature for both surface integrals. In Section 3 we use the 7-point Gauss integration scheme as proposed in [6]. For the singular part corresponding to the Laplace equation (i.e., the Helmholtz equation with $\kappa=0$ ) we use the combination of a numerical quadrature and an analytic formula for the inner integral (see [6], Section C.2).

The first double surface integral corresponding to the hypersingular operator matrix (2.2) reads

$$
\begin{aligned}
\mathrm{D}_{\kappa, h}^{1}[i, j] & :=\frac{1}{4 \pi} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|}\left\langle\operatorname{curl}_{\partial \Omega} \varphi_{j}(\boldsymbol{y}), \boldsymbol{\operatorname { c u r l }}_{\partial \Omega} \varphi_{i}(\boldsymbol{x})\right\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}} \\
& =\sum_{\tau_{k} \subset \operatorname{supp} \varphi_{i}} \sum_{\tau_{l} \subset \operatorname{supp} \varphi_{j}}\left\langle\left.\operatorname{curl}_{\partial \Omega} \varphi_{j}\right|_{\tau_{l}}(\boldsymbol{y}),\left.\operatorname{curl}_{\partial \Omega} \varphi_{i}\right|_{\tau_{k}}(\boldsymbol{x})\right\rangle \mathrm{V}_{\kappa, h}[k, l],
\end{aligned}
$$

where

$$
\mathrm{V}_{\kappa, h}[k, l]:=\frac{1}{4 \pi} \int_{\tau_{k}} \int_{\tau_{l}} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}}{\|\boldsymbol{x}-\boldsymbol{y}\|} \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}
$$

denotes the matrix corresponding to the single-layer potential operator $V_{\kappa}:=$ $\gamma^{0, \text { ext }} \widetilde{V}_{\kappa}$. These entries can be computed in the same way as in the case of the double-layer potential matrix using the combination of a numerical quadrature and an analytic formula as described in [6]. The remaining part of $\mathrm{D}_{\kappa, h}[i, j]$ can be split into

$$
\begin{align*}
\mathrm{D}_{\kappa, h}^{2}[i, j]= & \frac{\kappa^{2}}{4 \pi} \int_{\partial \Omega} \varphi_{i}(\boldsymbol{x}) \int_{\partial \Omega} \frac{1}{\|\boldsymbol{x}-\boldsymbol{y}\|} \varphi_{j}(\boldsymbol{y})\langle\boldsymbol{n}(\boldsymbol{x}), \boldsymbol{n}(\boldsymbol{y})\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}  \tag{2.4}\\
& +\frac{\kappa^{2}}{4 \pi} \int_{\partial \Omega} \varphi_{i}(\boldsymbol{x}) \int_{\partial \Omega} \frac{\mathrm{e}^{\mathrm{i} \kappa\|\boldsymbol{x}-\boldsymbol{y}\|}-1}{\|\boldsymbol{x}-\boldsymbol{y}\|} \varphi_{j}(\boldsymbol{y})\langle\boldsymbol{n}(\boldsymbol{x}), \boldsymbol{n}(\boldsymbol{y})\rangle \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}} \mathrm{d} \boldsymbol{s}_{\boldsymbol{x}}
\end{align*}
$$

Again, the latter integrand has no singularity for $\boldsymbol{x} \rightarrow \boldsymbol{y}$ and the 7-point quadrature can be used.

Remark 2.1. There exist concerns whether the Galerkin method with the semianalytic evaluation of the matrix entries has the correct convergence order (compared to the Gakerkin method without quadrature). The authors are not aware of relevant
results in this area except for [1] and [2], where the situation is analyzed for the screen problem in $\mathbb{R}^{3}$ for the single-layer potential integral equation

$$
\begin{equation*}
\left(V_{0} u\right)(\boldsymbol{x}):=\frac{1}{4 \pi} \int_{\partial \Omega} \frac{1}{\|\boldsymbol{x}-\boldsymbol{y}\|} u(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}}=f(\boldsymbol{x}) \quad \text { for all } \boldsymbol{x} \in \partial \Omega \tag{2.5}
\end{equation*}
$$

with rectangular and triangular elements, respectively, and piecewise constant approximation of $u$. Note that the kernel function in (2.5) is exactly the same as in the singular part of (2.4) (the inner product of normal vectors is constant on each element). To show that the Galerkin scheme preserves the correct order, a subdivision of elements and a composite of a simple quadrature rule (e.g., the midpoint formula for each subelement) is used. Although our approach uses a different quadrature technique and piecewise affine basis functions, it is widely used by the BEM community as an alternative to the fully numerical evaluation methods. Moreover, the numerical results in, e.g., [5], [6] and others exhibit the correct order of convergence not only for the computed Cauchy data, but also for the pointwise evaluation in the computational domain.

Remark 2.2. Our result is also useful for the evaluation of the Laplace part of the single-layer potential matrix with the piecewise affine approximation of the density function (the Neumann data in our case). Moreover, if one uses the collocation scheme instead of the Galerkin approach, it is necessary to evaluate the entries given by

$$
\widehat{\mathrm{V}}_{0, h}[i, j]:=\frac{1}{4 \pi} \int_{\partial \Omega} \frac{1}{\left\|\boldsymbol{x}_{i}-\boldsymbol{y}\right\|} \varphi_{j}(\boldsymbol{y}) \mathrm{d} \boldsymbol{s}_{\boldsymbol{y}}
$$

for every collocation point $\boldsymbol{x}_{i}$. Note that the surface integral is exactly the one we consider in this paper. In this way, the numerical integration is completely avoided, but one ends up with nonsymmetric system matrices.

To compute the inner integral of the singular part in (2.4), we use the local coordinate system $\boldsymbol{r}^{1}, \boldsymbol{r}^{2}, \boldsymbol{n}$ corresponding to a general triangular element $\tau$ with nodes $\boldsymbol{x}^{1}, \boldsymbol{x}^{2}, \boldsymbol{x}^{3}$ as introduced in [6] (see Figure 2.2a).

We define the vector $\boldsymbol{r}^{2}$ as

$$
\boldsymbol{r}^{2}:=\frac{1}{t_{\tau}}\left(\boldsymbol{x}^{3}-\boldsymbol{x}^{2}\right),
$$

where $t_{\tau}$ denotes the length of the side $\overline{\boldsymbol{x}^{2} \boldsymbol{x}^{3}}$, i.e., $t_{\tau}:=\left\|\boldsymbol{x}^{3}-\boldsymbol{x}^{2}\right\|$. We introduce an auxiliary point $\boldsymbol{x}^{*}$ lying on the intersection of the line defined by the side $\overline{\boldsymbol{x}^{2} \boldsymbol{x}^{3}}$ and the altitude coming through $\boldsymbol{x}^{1}$. Thus, we can write

$$
\boldsymbol{x}^{*}:=\boldsymbol{x}^{2}+t_{*} \boldsymbol{r}^{2} \quad \text { with } t_{*}:=\left\langle\boldsymbol{x}^{1}-\boldsymbol{x}^{2}, \boldsymbol{r}^{2}\right\rangle .
$$



Figure 2.2. Analytic integration over triangles.
Then we define

$$
\boldsymbol{r}^{1}:=\frac{1}{s_{\tau}}\left(\boldsymbol{x}^{*}-\boldsymbol{x}^{1}\right) \quad \text { with } s_{\tau}:=\left\|\boldsymbol{x}^{*}-\boldsymbol{x}^{1}\right\| .
$$

The last coordinate vector orthogonal to both $\boldsymbol{r}^{1}$ and $\boldsymbol{r}^{2}$ is defined as

$$
\boldsymbol{n}:=\boldsymbol{r}^{1} \times \boldsymbol{r}^{2}=\frac{\left(\boldsymbol{x}^{2}-\boldsymbol{x}^{1}\right) \times\left(\boldsymbol{x}^{3}-\boldsymbol{x}^{2}\right)}{\left\|\left(\boldsymbol{x}^{2}-\boldsymbol{x}^{1}\right) \times\left(\boldsymbol{x}^{3}-\boldsymbol{x}^{2}\right)\right\|}
$$

Any point $\boldsymbol{x} \in \mathbb{R}^{3}$ can now be expressed as $\boldsymbol{x}=\boldsymbol{x}^{1}+s_{\boldsymbol{x}} \boldsymbol{r}^{1}+t_{\boldsymbol{x}} \boldsymbol{r}^{2}+u_{\boldsymbol{x}} \boldsymbol{n}$, where

$$
s_{\boldsymbol{x}}:=\left\langle\boldsymbol{x}-\boldsymbol{x}^{1}, \boldsymbol{r}^{1}\right\rangle, \quad t_{\boldsymbol{x}}:=\left\langle\boldsymbol{x}-\boldsymbol{x}^{1}, \boldsymbol{r}^{2}\right\rangle, \quad u_{\boldsymbol{x}}:=\left\langle\boldsymbol{x}-\boldsymbol{x}^{1}, \boldsymbol{n}\right\rangle .
$$

To derive the parametrization of the triangle, we introduce two more quantities, namely the tangents of the angles between the altitude $\overline{\boldsymbol{x}^{1} \boldsymbol{x}^{*}}$ and the sides $\overline{\boldsymbol{x}^{1} \boldsymbol{x}^{2}}$ and $\overline{\boldsymbol{x}^{1} \boldsymbol{x}^{3}}$, respectively. These values can be expressed as

$$
\alpha_{1}:=-\frac{t_{*}}{s_{\tau}}, \quad \alpha_{2}:=\frac{t_{\tau}-t_{*}}{s_{\tau}} .
$$

Using these parameters together with $s_{\tau}$, we can parametrize the triangle $\tau$ as

$$
\tau=\left\{\boldsymbol{y}=\boldsymbol{y}(s, t)=\boldsymbol{x}^{1}+s \boldsymbol{r}^{1}+t \boldsymbol{r}^{2}: 0<s<s_{\tau}, \alpha_{1} s<t<\alpha_{2} s\right\} .
$$

See Figure 2.2b for the illustration of the parametrization. For any point $\boldsymbol{x} \in \mathbb{R}^{3}$ and a point $\boldsymbol{y} \in \tau$ we have

$$
\|\boldsymbol{x}-\boldsymbol{y}\|^{2}=\left\|\left(s_{\boldsymbol{x}}-s\right) \boldsymbol{r}^{1}+\left(t_{\boldsymbol{x}}-t\right) \boldsymbol{r}^{2}+u_{\boldsymbol{x}} \boldsymbol{n}\right\|^{2}=\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(t-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2} .
$$

To compute the local element contributions for the singular part of (2.4), we have to evaluate

$$
\begin{align*}
S_{D}(\tau, \boldsymbol{x}) & :=\frac{\kappa^{2}}{4 \pi} \int_{\tau} \varphi_{1}(\boldsymbol{y}) \frac{1}{\|\boldsymbol{x}-\boldsymbol{y}\|} \mathrm{d} s_{\boldsymbol{y}}  \tag{2.6}\\
& =\frac{\kappa^{2}}{4 \pi} \int_{0}^{s_{\tau}} \frac{s_{\tau}-s}{s_{\tau}} \int_{\alpha_{1} s}^{\alpha_{2} s} \frac{1}{\sqrt{\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(t-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2}}} \mathrm{~d} t \mathrm{~d} s \\
& =\frac{\kappa^{2}}{4 \pi} \int_{0}^{s_{\tau}}\left(1-\frac{s}{s_{\tau}}\right)\left[\ln \left(t-t_{\boldsymbol{x}}+\sqrt{\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(t-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2}}\right)\right]_{\alpha_{1} s}^{\alpha_{2} s} \mathrm{~d} s
\end{align*}
$$

with the affine function $\varphi_{1}$ defined on $\tau$ as $\varphi_{1}\left(\boldsymbol{x}^{1}\right):=1, \varphi_{1}\left(\boldsymbol{x}^{2}\right):=0, \varphi_{1}\left(\boldsymbol{x}^{3}\right):=0$. Note that to compute the integral with the remaining basis functions it is sufficient to rotate the triangle. The last integral in (2.6) is similar to the integral corresponding to the single-layer potential in ([6], p. 246). Using this result, we can write

$$
S_{D}(\tau, \boldsymbol{x})=\frac{\kappa^{2}}{4 \pi}\left(F_{D}\left(s_{\tau}, \alpha_{2}\right)-F_{D}\left(0, \alpha_{2}\right)-F_{D}\left(s_{\tau}, \alpha_{1}\right)+F_{D}\left(0, \alpha_{1}\right)\right)
$$

where

$$
F_{D}(s, \alpha):=F_{V}(s, \alpha)\left(1-\frac{p+s_{\boldsymbol{x}}}{2 s_{\tau}}\right)-\frac{1}{s_{\tau}} I_{1}
$$

with

$$
\begin{align*}
& F_{V}(s, \alpha):=\left(s-s_{\boldsymbol{x}}\right) \ln \left(\alpha s-t_{\boldsymbol{x}}+\sqrt{\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(\alpha s-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2}}\right)-s  \tag{2.7}\\
& +\frac{\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}}{\sqrt{1+\alpha^{2}}} \ln \left(\sqrt{1+\alpha^{2}}(s-p)+\sqrt{\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(\alpha s-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2}}\right) \\
& +2 u_{\boldsymbol{x}} \arctan \frac{\left(q-\frac{\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}}{1+\alpha^{2}}\right) \sqrt{\left(s-s_{\boldsymbol{x}}\right)^{2}+\left(\alpha s-t_{\boldsymbol{x}}\right)^{2}+u_{\boldsymbol{x}}^{2}}+\left(\alpha s-t_{\boldsymbol{x}}-q\right) q}{(s-p) u_{\boldsymbol{x}}}
\end{align*}
$$

parameters

$$
p:=\frac{\alpha t_{\boldsymbol{x}}+s_{\boldsymbol{x}}}{1+\alpha^{2}}, \quad q:=\sqrt{u_{\boldsymbol{x}}^{2}+\frac{\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right)^{2}}{1+\alpha^{2}}}
$$

and the integral

$$
I_{1}:=\int\left(s-\frac{p+s_{\boldsymbol{x}}}{2}\right) \ln \left(\alpha s-t_{\boldsymbol{x}}+\sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}\right) \mathrm{d} s
$$

The possible singularities in (2.7) need to be discussed. Although the arguments of the logarithms are non-negative, they may vanish. However, in both cases the situation is similar to $\lim _{x \rightarrow 0_{+}} x \ln x$. In the case of $u_{x}=0$, i.e., the point $\boldsymbol{x}$ lying in the plane defined by the triangle $\tau$, we can set the arctangent part equal to zero due
to the jump property of $V_{\kappa}$ (similar to (1.5)) and the boundedness of the arctangent function. Finally, in the case when $s=p$, the last part of the function $F_{V}$ becomes

$$
2 u_{\boldsymbol{x}} \arctan \frac{\alpha q}{u_{\boldsymbol{x}}}
$$

For the integral $I_{1}$ we use per partes with

$$
\begin{aligned}
u & =\ln \left(\alpha s-t_{\boldsymbol{x}}+\sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}\right) \\
u^{\prime} & =\frac{\alpha \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}+\left(1+\alpha^{2}\right)(s-p)}{\left(\alpha s-t_{\boldsymbol{x}}\right) \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}+\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}, \\
v^{\prime} & =s-\frac{p+s_{\boldsymbol{x}}}{2}, \\
v & =\frac{1}{2}(s-p)\left(s-s_{\boldsymbol{x}}\right)
\end{aligned}
$$

to obtain

$$
I_{1}=\frac{1}{2}(s-p)\left(s-s_{\boldsymbol{x}}\right) \ln \left(\alpha s-t_{\boldsymbol{x}}+\sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}\right)-\frac{1}{2} I_{2}
$$

with

$$
\begin{aligned}
I_{2} & :=\int(s-p)\left(s-s_{\boldsymbol{x}}\right) \frac{\alpha \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}+\left(1+\alpha^{2}\right)(s-p)}{\left(\alpha s-t_{\boldsymbol{x}}\right) \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}+\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}} \mathrm{~d} s \\
& =\frac{s^{2}}{2}-p s+I_{3},
\end{aligned}
$$

where

$$
I_{3}:=\int(s-p) \frac{\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right) \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}+\left(1+\alpha^{2}\right)(s-p)\left(p-s_{\boldsymbol{x}}\right)-q^{2}}{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}+\left(\alpha s-t_{\boldsymbol{x}}\right) \sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}} \mathrm{~d} s
$$

With the substitution

$$
s=p+\frac{q}{\sqrt{1+\alpha^{2}}} \sinh u, \quad \frac{\mathrm{~d} s}{\mathrm{~d} u}=\frac{q}{\sqrt{1+\alpha^{2}}} \cosh u
$$

proposed in ([6], page 247), we obtain

$$
\begin{aligned}
I_{3}= & \frac{q^{2}}{\sqrt{1+\alpha^{2}}} \\
& \times \int \sinh u \frac{\sqrt{1+\alpha^{2}}\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right) \cosh u+\alpha\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right) \sinh u-q \sqrt{1+\alpha^{2}}}{q\left(1+\alpha^{2}\right) \cosh u+\alpha q \sqrt{1+\alpha^{2}} \sinh u+\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}} \mathrm{d} u .
\end{aligned}
$$

With another substitution from [6]

$$
v=\tanh \frac{u}{2}, \quad \sinh u=\frac{2 v}{1-v^{2}}, \quad \cosh u=\frac{1+v^{2}}{1-v^{2}}, \quad \frac{\mathrm{~d} u}{\mathrm{~d} v}=\frac{2}{1-v^{2}}
$$

we have

$$
I_{3}=\frac{4 q^{2}}{\sqrt{1+\alpha^{2}}} \int \frac{v}{1-v^{2}} \frac{1}{1-v^{2}} \frac{B_{2} v^{2}+B_{1} v+B_{0}}{A_{2} v^{2}+A_{1} v+A_{0}} \mathrm{~d} v
$$

with the parameters

$$
\begin{array}{ll}
B_{2}:=\sqrt{1+\alpha^{2}}\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}+q\right), & A_{2}:=\left(1+\alpha^{2}\right) q-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right) \\
B_{1}:=2 \alpha\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right), & A_{1}:=2 \alpha q \sqrt{1+\alpha^{2}}, \\
B_{0}:=\sqrt{1+\alpha^{2}}\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}-q\right), & A_{0}:=\left(1+\alpha^{2}\right) q+\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)
\end{array}
$$

For the decomposition of the fractions in $I_{3}$ we get (see [6], pages 247-248)

$$
\frac{4 q^{2}}{\sqrt{1+\alpha^{2}}} \frac{v}{1-v^{2}} \frac{1}{1-v^{2}} \frac{B_{2} v^{2}+B_{1} v+B_{0}}{A_{2} v^{2}+A_{1} v+A_{0}}=\frac{v}{1-v^{2}}\left(\frac{C_{1}}{1-v^{2}}+\frac{C_{2}}{A_{2} v^{2}+A_{1} v+A_{0}}\right)
$$

with

$$
C_{1}:=\frac{4 q\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right)}{1+\alpha^{2}}, \quad C_{2}:=-4 q u_{\boldsymbol{x}}^{2}
$$

Hence,

$$
I_{3}=\frac{2 q\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right)}{1+\alpha^{2}} \frac{1}{1-v^{2}}-4 q u_{\boldsymbol{x}}^{2} \int \frac{v}{1-v^{2}} \frac{1}{A_{2} v^{2}+A_{1} v+A_{0}} \mathrm{~d} v
$$

The fractions from the remaining integral can be decomposed as

$$
4 q u_{x}^{2} \frac{v}{1-v^{2}} \frac{1}{A_{2} v^{2}+A_{1} v+A_{0}}=\frac{D_{1}}{1-v}+\frac{D_{2}}{1+v}+\frac{D_{3} v+D_{4}}{A_{2} v^{2}+A_{1} v+A_{0}}
$$

with the coefficients

$$
\begin{array}{ll}
D_{1}:=\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{x}^{2}}{\sqrt{1+\alpha^{2}}+\alpha}, & D_{3}:=\left(D_{1}-D_{2}\right) A_{2}=2 u_{x}^{2} A_{2} \\
D_{2}:=-\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{x}^{2}}{\sqrt{1+\alpha^{2}}-\alpha}, & D_{4}:=-\left(D_{1}+D_{2}\right) A_{0}=\frac{2 u_{x}^{2} \alpha A_{0}}{\sqrt{1+\alpha^{2}}}
\end{array}
$$

Thus, for $I_{3}$ we have

$$
\begin{aligned}
I_{3}= & \frac{2 q\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right)}{1+\alpha^{2}} \frac{1}{1-v^{2}}+\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{\boldsymbol{x}}^{2}}{\sqrt{1+\alpha^{2}}+\alpha} \ln |1-v| \\
& +\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{\boldsymbol{x}}^{2}}{\sqrt{1+\alpha^{2}}-\alpha} \ln |1+v|-u_{\boldsymbol{x}}^{2} \ln \left|A_{2} v^{2}+A_{1} v+A_{0}\right| \\
& -\frac{2 \alpha u_{\boldsymbol{x}}\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}{1+\alpha^{2}} \arctan \frac{2 A_{2} v+A_{1}}{2 u_{\boldsymbol{x}} \sqrt{1+\alpha^{2}}} .
\end{aligned}
$$

Collecting all terms together, we finally obtain

$$
\begin{aligned}
F_{D}(s, \alpha)= & F_{V}(s, \alpha)\left(1-\frac{p+s_{\boldsymbol{x}}}{2 s_{\tau}}\right) \\
& -\frac{1}{2 s_{\tau}}\left[(s-p)\left(s-s_{\boldsymbol{x}}\right) \ln \left(\alpha s-t_{\boldsymbol{x}}+\sqrt{\left(1+\alpha^{2}\right)(s-p)^{2}+q^{2}}\right)-\frac{s^{2}}{2}+p s\right. \\
& -\frac{2 q\left(t_{\boldsymbol{x}}-\alpha s_{\boldsymbol{x}}\right)}{1+\alpha^{2}} \frac{1}{1-v^{2}}-\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{\boldsymbol{x}}^{2}}{\sqrt{1+\alpha^{2}}+\alpha} \ln |1-v| \\
& -\frac{1}{\sqrt{1+\alpha^{2}}} \frac{u_{\boldsymbol{x}}^{2}}{\sqrt{1+\alpha^{2}}-\alpha} \ln |1+v|+u_{\boldsymbol{x}}^{2} \ln \left|A_{2} v^{2}+A_{1} v+A_{0}\right| \\
& \left.+\frac{2 \alpha u_{\boldsymbol{x}}\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}{1+\alpha^{2}} \arctan \frac{2 A_{2} v+A_{1}}{2 u_{\boldsymbol{x}} \sqrt{1+\alpha^{2}}}\right] .
\end{aligned}
$$

Note that the previous formula can be directly evaluated for $u_{\boldsymbol{x}} \neq 0$ corresponding to the case when $\boldsymbol{x}$ does not lie in the plane defined by $\tau$. In the case of $u_{\boldsymbol{x}}=0$ the jump property of the hypersingular operator (1.5) allows us to take the limit $u_{\boldsymbol{x}} \rightarrow 0$. The terms with singularity for $v= \pm 1$ all vanish for $u_{\boldsymbol{x}} \rightarrow 0$ and it only remains to treat the term $u_{\boldsymbol{x}}^{2} \ln \left|A_{2} v^{2}+A_{1} v+A_{0}\right|$. For the discriminant of $A_{2} v^{2}+A_{1} v+A_{0}$ we have

$$
A_{1}^{2}-4 A_{2} A_{0}=-4\left(1+\alpha^{2}\right) u_{\boldsymbol{x}}^{2}
$$

and thus the polynomial only has a real root for $u_{\boldsymbol{x}}=0$. For $u_{\boldsymbol{x}} \neq 0$ we have $A_{2} \neq 0$ and

$$
\begin{aligned}
\left|u_{\boldsymbol{x}}^{2} \ln \right| A_{2} v^{2}+A_{1} v+A_{0}| | & \leqslant\left|u_{\boldsymbol{x}}^{2} \ln \right| A_{2} v_{0}^{2}+A_{1} v_{0}+A_{0}| | \\
& =\left|u_{\boldsymbol{x}}^{2} \ln \right| \frac{\left(1+\alpha^{2}\right) q^{2}-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)^{2}}{\left(1+\alpha^{2}\right) q-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}| |
\end{aligned}
$$

with

$$
v_{0}:=-\frac{A_{1}}{2 A_{2}}=-\frac{\alpha q \sqrt{1+\alpha^{2}}}{\left(1+\alpha^{2}\right) q-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}
$$

corresponding to the vertex of the parabola. In the case of $\alpha s_{\boldsymbol{x}}=t_{\boldsymbol{x}}$ we have

$$
K:=\frac{\left(1+\alpha^{2}\right) q^{2}-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)^{2}}{\left(1+\alpha^{2}\right) q-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}=\left|u_{\boldsymbol{x}}\right|
$$

and for the limit we get

$$
\lim _{u_{x} \rightarrow 0}\left|u_{\boldsymbol{x}}^{2} \ln \right| u_{\boldsymbol{x}}| |=0
$$

Now we consider the situation $\alpha s_{\boldsymbol{x}} \neq t_{\boldsymbol{x}}$ and $\alpha \neq 0$. For $K$ we have

$$
K=u_{\boldsymbol{x}}^{2} \frac{\left(1+\alpha^{2}\right)}{\left(1+\alpha^{2}\right) \sqrt{u_{\boldsymbol{x}}^{2}+\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)^{2} /\left(1+\alpha^{2}\right)}-\left(\alpha s_{\boldsymbol{x}}-t_{\boldsymbol{x}}\right)}
$$

with a nonzero limit of the denominator. Thus, the function $\left|u_{\boldsymbol{x}}^{2} \ln \right| K|\mid$ behaves like

$$
\begin{equation*}
\left|u_{\boldsymbol{x}}^{2} \ln \right| c u_{\boldsymbol{x}}^{2}| | \rightarrow 0 \quad \text { for } u_{\boldsymbol{x}} \rightarrow 0 \tag{2.8}
\end{equation*}
$$

Finally, let us assume the case of $\alpha s_{\boldsymbol{x}} \neq t_{\boldsymbol{x}}$ and $\alpha=0$. For $K$ we have

$$
K=\frac{u_{\boldsymbol{x}}^{2}}{\sqrt{u_{\boldsymbol{x}}^{2}+t_{\boldsymbol{x}}^{2}}+t_{\boldsymbol{x}}}
$$

For $t_{\boldsymbol{x}} \geqslant 0$ the limit is similar to (2.8). For $t_{\boldsymbol{x}}<0$ we have

$$
K=\frac{u_{\boldsymbol{x}}^{2}}{\sqrt{u_{\boldsymbol{x}}^{2}+t_{\boldsymbol{x}}^{2}}+t_{\boldsymbol{x}}} \frac{\sqrt{u_{\boldsymbol{x}}^{2}+t_{\boldsymbol{x}}^{2}}-t_{\boldsymbol{x}}}{\sqrt{u_{\boldsymbol{x}}^{2}+t_{\boldsymbol{x}}^{2}}-t_{\boldsymbol{x}}}=\sqrt{u_{\boldsymbol{x}}^{2}+t_{\boldsymbol{x}}^{2}}-t_{\boldsymbol{x}}
$$

and the term $\left|u_{\boldsymbol{x}}^{2} \ln \right| K\left|\mid\right.$ vanishes for $u_{\boldsymbol{x}} \rightarrow 0$.

## 3. Numerical experiments

In the last section we provide numerical solutions to several exterior Neumann boundary value problems using BEM as described above. Let us first consider the problem (1.1) with $\kappa \in\{2.0,4.0\}, \Omega$ being an open unit ball and the testing solution $u(\boldsymbol{x}):=v_{\kappa}\left(\boldsymbol{x}, \boldsymbol{y}_{1}\right)$ with $\boldsymbol{y}_{1}:=[0.9,0.0,0.0]^{\top}$. For the discretization of the domain we use the unit icosahedron, whose nodes are mapped to the sphere after each refinement step. In this way, an almost uniform mesh is constructed.

To compute the missing Dirichlet data, we use the system of linear equations (2.1). The approximate solution inside the domain can be computed using a discretized version of the representation formula (1.2). The results are summarized in Tables 3.1, 3.2 for $\kappa=2.0$ and $\kappa=4.0$, respectively. The first three columns correspond to the mesh properties, namely to the number of elements and nodes, and the mesh parameter $h:=\max \sqrt{\Delta_{\tau}}$, with $\Delta_{\tau}$ denoting the surface area of the triangular element $\tau$. For the first discretization with 80 elements (the icosahedron after one refinement step) we have $h_{\text {ref }}=4.07 \cdot 10^{-1}$, the parameter halves with every refinement step. In the subsequent columns we provide the $L^{2}$ relative errors given by

$$
\operatorname{Err}_{\mathrm{D}}:=\frac{\left\|g_{\mathrm{D}}-g_{\mathrm{D}, h}\right\|_{L^{2}(\partial \Omega)}}{\left\|g_{\mathrm{D}}\right\|_{L^{2}(\partial \Omega)}}, \quad \operatorname{Err}_{\mathrm{D}, p}:=\frac{\left\|g_{\mathrm{D}}-g_{\mathrm{D}, p}\right\|_{L^{2}(\partial \Omega)}}{\left\|g_{\mathrm{D}}\right\|_{L^{2}(\partial \Omega)}},
$$

with $g_{\mathrm{D}}, g_{\mathrm{D}, h}, g_{\mathrm{D}, p}$ denoting the exact, computed and $L^{2}$ projected exact Dirichlet data, respectively. Note that the error $\operatorname{Err}_{\mathrm{D}}$ of the computed solution cannot be lower than the error $\operatorname{Err}_{\mathrm{D}, p}$ corresponding to the $L^{2}$ projected function. The following
column provides the estimated order of convergence, which in our case should be quadratic, i.e., halving the mesh parameter should result in 4 times smaller error (see [6] for details about the convergence order). In the last column we provide the number of non-preconditioned GMRES iterations needed to solve the system (2.1) with the relative accuracy $\varepsilon=10^{-8}$.

| $E$ | $N$ | $h$ | $\operatorname{Err}_{\mathrm{D}}$ | $\operatorname{Err}_{\mathrm{D}, p}$ | eoc | iter. |
| ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| 80 | 42 | $h_{\text {ref }}$ | $6.42 \cdot 10^{-1}$ | $5.20 \cdot 10^{-1}$ | - | 11 |
| 320 | 162 | $2^{-1} \cdot h_{\text {ref }}$ | $2.84 \cdot 10^{-1}$ | $5.51 \cdot 10^{-2}$ | 2.26 | 17 |
| 1280 | 642 | $2^{-2} \cdot h_{\text {ref }}$ | $5.31 \cdot 10^{-2}$ | $1.91 \cdot 10^{-2}$ | 5.35 | 26 |
| 5120 | 2562 | $2^{-3} \cdot h_{\text {ref }}$ | $9.27 \cdot 10^{-3}$ | $6.85 \cdot 10^{-3}$ | 5.73 | 37 |
| 20480 | 10242 | $2^{-4} \cdot h_{\text {ref }}$ | $1.94 \cdot 10^{-3}$ | $1.55 \cdot 10^{-3}$ | 4.77 | 54 |

Table 3.1. Exterior Neumann BVP on the sphere, $\kappa=2$.

| $E$ | $N$ | $h$ | $\operatorname{Err}_{\mathrm{D}}$ | $\operatorname{Err}_{\mathrm{D}, p}$ | eoc | iter. |
| ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| 80 | 42 | $h_{\text {ref }}$ | $7.07 \cdot 10^{-1}$ | $5.82 \cdot 10^{-1}$ | - | 14 |
| 320 | 162 | $2^{-1} \cdot h_{\text {ref }}$ | $3.15 \cdot 10^{-1}$ | $6.28 \cdot 10^{-2}$ | 2.24 | 20 |
| 1280 | 642 | $2^{-2} \cdot h_{\text {ref }}$ | $5.91 \cdot 10^{-2}$ | $2.22 \cdot 10^{-2}$ | 5.33 | 28 |
| 5120 | 2562 | $2^{-3} \cdot h_{\text {ref }}$ | $1.01 \cdot 10^{-2}$ | $7.49 \cdot 10^{-3}$ | 5.86 | 39 |
| 20480 | 10242 | $2^{-4} \cdot h_{\text {ref }}$ | $2.13 \cdot 10^{-3}$ | $1.71 \cdot 10^{-3}$ | 4.73 | 57 |

Table 3.2. Exterior Neumann BVP on the sphere, $\kappa=4$.

In Figure 3.1 we present the result of the exterior Neumann BVP on a more complicated domain, namely on a simplified model of an elephant, with the testing solution $u(\boldsymbol{x}):=v_{\kappa}\left(\boldsymbol{x}, \boldsymbol{y}_{2}\right)+v_{\kappa}\left(\boldsymbol{x}, \boldsymbol{y}_{3}\right)$ with $\boldsymbol{y}_{2}:=[0.9,0.25,0.7]^{\top}$ and $\boldsymbol{y}_{3}:=[0.9,-0.25,0.7]^{\top}$.


Figure 3.1. Solution to the exterior Neumann BVP on the elephant with $E=7510$.

Note that in order to reach the correct convergence order on such domains, the computational mesh would have to be finer. In such a case, some BEM acceleration technique would have to be employed (see, e.g., [6] for ACA, [5] for FMM).


Figure 3.2. Sound scattering problem.
Let us now consider the situation depicted in Figure 3.2 with an incident sound wave $u_{\mathrm{i}}:=\mathrm{e}^{\mathrm{i} \kappa\langle\boldsymbol{x}, \boldsymbol{d}\rangle}$ and the unknown scattered wave $u_{\mathrm{s}}$. Assuming the so-called sound-hard scattering, the problem can be modelled by the exterior Neumann boundary value problem

$$
\left\{\begin{aligned}
\Delta u_{\mathrm{s}}+\kappa^{2} u_{\mathrm{s}} & =0 & & \text { in } \Omega^{\mathrm{ext}}, \\
\frac{\partial u_{\mathrm{s}}}{\partial \boldsymbol{n}} & =-\mathrm{i} \kappa\langle\boldsymbol{d}, \boldsymbol{n}\rangle u_{\mathrm{i}} & & \text { on } \partial \Omega, \\
\left|\left\langle\nabla u_{\mathrm{s}}(\boldsymbol{x}), \frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}\right\rangle-\mathrm{i} \kappa u_{\mathrm{s}}(\boldsymbol{x})\right| & =\mathcal{O}\left(\frac{1}{\|\boldsymbol{x}\|^{2}}\right) & & \text { for }\|\boldsymbol{x}\| \rightarrow \infty
\end{aligned}\right.
$$

Note that in this case the analytic solution is not known. The computed scattered wave in the exterior of a sound-hard cube is depicted in Figure 3.3.

(a) Real part.

(b) Imaginary part.

Figure 3.3. Scattered wave on the sound-hard cube with $E=1200$.
More numerical experiments including Dirichlet and mixed boundary value problems for the Helmholtz equation can be found in [8].

## 4. Conclusion

In the paper we presented a semi-analytic calculation of the double surface integral corresponding to the hypersingular operator for the Helmholtz equation in 3D. Since the inner integral is computed analytically, it is possible to treat the singularities and compute the outer integral numerically. Numerical experiments show that the numerical error decreases at least quadratically (in agreement with the theory in [6]) and is proportional to the error of the $L^{2}$ projected exact solution.
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