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Abstract. We consider the equation

$$
-y^{\prime}(x)+q(x) y(x-\varphi(x))=f(x), \quad x \in \mathbb{R},
$$

where $\varphi$ and $q(q \geqslant 1)$ are positive continuous functions for all $x \in \mathbb{R}$ and $f \in C(\mathbb{R})$. By a solution of the equation we mean any function $y$, continuously differentiable everywhere in $\mathbb{R}$, which satisfies the equation for all $x \in \mathbb{R}$. We show that under certain additional conditions on the functions $\varphi$ and $q$, the above equation has a unique solution $y$, satisfying the inequality

$$
\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|q y\|_{C(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})},
$$

where the constant $c \in(0, \infty)$ does not depend on the choice of $f$.
Keywords: linear differential equation; admissible pair; delayed argument
MSC 2010: 34A30, 34B05, 34B40

## 1. Introduction

In the present paper, we consider the equation

$$
\begin{equation*}
-y^{\prime}(x)+q(x) y(x-\varphi(x))=f(x), \quad x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

where $f \in C(\mathbb{R})$, and

$$
\begin{align*}
& 0 \leqslant \varphi \in C^{\mathrm{loc}}(\mathbb{R}),  \tag{1.2}\\
& 1 \leqslant q \in C^{\mathrm{loc}}(\mathbb{R}) . \tag{1.3}
\end{align*}
$$

Here the symbol $C(\mathbb{R})$ denotes the set of continuous in every point of the number axis $\mathbb{R}$ absolutely bounded functions, $C^{\text {loc }}(\mathbb{R})$ denotes the set of functions continuous in every point of the number axis $\mathbb{R}$. Thus, $\mathrm{e}^{|x|} \in C^{\mathrm{loc}}(\mathbb{R})$ and $\mathrm{e}^{|x|} \notin C(\mathbb{R})$.

By a solution of (1.1) we mean any continuously differentiable function $y(x)$ satisfying (1.1) for all $x \in \mathbb{R}$. Denote by $C^{(1)}(\mathbb{R}, q)$ the set of all continuously differentiable functions $y(x)$ for $x \in \mathbb{R}$ with norm $\|y\|_{C^{(1)}(\mathbb{R}, q)}$ defined by

$$
\begin{equation*}
\|y\|_{C^{(1)}(\mathbb{R}, q)}=\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|q y\|_{C(\mathbb{R})} . \tag{1.4}
\end{equation*}
$$

We need the following definition (see [5]).
Definition 1.1. Let $B_{1}, B_{2}$ be Banach spaces and let $S: B_{1} \rightarrow B_{2}$ be a linear operator. Consider the equation

$$
\begin{equation*}
S y=g, \quad y \in B_{1}, \quad g \in B_{2} . \tag{1.5}
\end{equation*}
$$

We say that the spaces $B_{1}$ and $B_{2}$ form a pair of spaces $\left\{B_{1}, B_{2}\right\}$ (in the sequel, a pair $\left\{B_{1}, B_{2}\right\}$ ) admissible for equation (1.5) (in the sequel just (1.5)) if the following assertions hold:
(i) for any $g \in B_{2}$ there exists a unique element $y \in B_{1}$ guaranteeing equality (1.5) (a solution of (1.5));
(ii) there exists a constant $c \in(0, \infty)$ such that regardless of the choice of element $g \in B_{2}$, the solution $y \in B_{1}$ of (1.5) satisfies the inequality

$$
\begin{equation*}
\|y\|_{B_{1}} \leqslant c\|g\|_{B_{2}} . \tag{1.6}
\end{equation*}
$$

If the pair $\left\{B_{1}, B_{2}\right\}$ is admissible for (1.5), we also say that equation (1.5) is correctly solvable in the pair $\left\{B_{1}, B_{2}\right\}$. If $B_{1}=B_{2}=B$, then we say that (1.5) is correctly solvable in the space $B$.

In this work, we study the content of the question of admissibility of the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ for (1.1) (in the sequel, for brevity, we say "the question on (i)-(ii)" for (1.1), or "problem (i)-(ii)" for (1.1).

Such an investigation is needed because this is the first time problem (i)-(ii) is being posed for equation (1.1) (for the second order equation the same question was studied in [2]). Indeed, to the best of our knowledge, for equations with delayed argument, initial and boundary-value problems on a finite segment or on a semi-axis have been studied (see [1], [3], [4], [6]). However, the special feature of problem (i)-(ii) is that equation (1.1) is considered on the whole axis, and requirements to its solutions are imposed apart from (i)-(ii). Therefore, the main result of the paper is the statement asserting that problem (i)-(ii) makes sense, i.e. the set of equations (1.1) for
which the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible, is not empty. This statement follows from the following theorem which is our main result.

Theorem 1.2. Suppose that, in addition to (1.2), (1.3), the following conditions are satisfied:
(i) there is a constant $a \geqslant 1$ such that for all $x \in \mathbb{R}$,

$$
\begin{equation*}
a^{-1} q(x) \leqslant q(t) \leqslant a q(x) \quad \forall t \in[x-1, x+1] ; \tag{1.7}
\end{equation*}
$$

(ii) there is $\sigma<\infty$ such that

$$
\begin{equation*}
\sigma(a+1)<1, \quad \text { where } \quad \sigma \stackrel{\text { def }}{=} \sup _{x \in \mathbb{R}}\left(\varphi(x) q^{2}(x)\right) \tag{1.8}
\end{equation*}
$$

Then the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (1.1). Moreover, equation (1.1) is separable in $C(\mathbb{R})$, i.e. there is a constant $c \in(0, \infty)$ such that for any choice of $f \in C(\mathbb{R})$, the solution $y \in C^{(1)}(\mathbb{R}, q)$ of (1.1) obeys the estimate

$$
\begin{equation*}
\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|q(x) y(x-\varphi(x))\|_{C(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})} . \tag{1.9}
\end{equation*}
$$

The paper is organized as follows. In Section 2, we present some auxiliary assertions needed for the proof of Theorem 1.2, Section 3 contains the proof of Theorem 1.2, in Section 4, we give an example of an application of the theorem.

## 2. Preliminaries

In the sequel, we assume that conditions (1.2), (1.3), (1.7), (1.8) are satisfied. They are not referred to or mentioned in the statements. The symbol $c$ stands for an absolute positive constant, the value which is not essential for the exposition, and can even change within a single chain of calculations.

Lemma 2.1. For all $x \in \mathbb{R}$ the integral

$$
\begin{equation*}
B(x)=\int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t, \quad x \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

satisfies the inequalities

$$
\begin{equation*}
0<B(x) \leqslant 1 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{-a} \leqslant q(x) B(x) \leqslant 4 a \tag{2.3}
\end{equation*}
$$

Proof of Lemma 2.1. The fact that $B(x)$ is strictly positive is obvious (see (1.3)). We also use (1.3) to estimate $B(x), x \in \mathbb{R}$, from above:

$$
B(x)=\int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t=\int_{x}^{\infty} \frac{q(t)}{q(t)} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \leqslant \int_{x}^{\infty} q(t) \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t=1 .
$$

Hence, (2.2) holds.
Now, let us prove (2.3). To get the lower estimate, we use the following inequality, which holds for all $x \in \mathbb{R}$ :

$$
\int_{x}^{x+1 / q(x)} q(\xi) \mathrm{d} \xi=\int_{x}^{x+1 / q(x)} \frac{q(\xi)}{q(x)} q(x) \mathrm{d} \xi \leqslant a \int_{x}^{x+1 / q(x)} q(x) \mathrm{d} \xi=a
$$

Thus, we have:

$$
\begin{aligned}
B(x) & =\int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \geqslant \int_{x}^{x+1 / q(x)} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \\
& \geqslant \int_{x}^{x+1 / q(x)} \mathrm{e}^{-\int_{x}^{x+1 / q(x)} q(\xi) \mathrm{d} \xi} \mathrm{~d} t=\frac{1}{q(x)} \mathrm{e}^{-\int_{x}^{x+1 / q(x)} q(\xi) \mathrm{d} \xi} \geqslant \frac{\mathrm{e}^{-a}}{q(x)}
\end{aligned}
$$

The upper estimate in (2.3) follows from (1.3) and (1.7):

$$
\begin{aligned}
B(x) & =\int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t=\int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t+\sum_{n=1}^{\infty} \int_{x+n}^{x+n+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \\
& =\int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t\left(1+\sum_{n=1}^{\infty} \int_{x+n}^{x+n+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \cdot\left(\int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t\right)^{-1}\right) \\
& \leqslant \int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t\left(1+\sum_{n=1}^{\infty} \mathrm{e}^{-\int_{x}^{x+n} q(\xi) \mathrm{d} \xi} \cdot \mathrm{e}^{\int_{x}^{x+1} q(\xi) \mathrm{d} \xi}\right) \\
& =\int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t\left(1+\sum_{n=1}^{\infty} \mathrm{e}^{-\int_{x+1}^{x+n} q(\xi) \mathrm{d} \xi}\right) \\
& \leqslant \int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t\left(1+\sum_{n=1}^{\infty} \mathrm{e}^{-(n-1)}\right) \\
& =\frac{2 \mathrm{e}-1}{\mathrm{e}-1} \int_{x}^{x+1} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \leqslant 4 \int_{x}^{x+1} \frac{q(x)}{q(t)} \cdot \frac{q(t)}{q(x)} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \\
& \leqslant \frac{4 a}{q(x)} \int_{x}^{x+1} q(t) \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t \leqslant \frac{4 a}{q(x)} \int_{x}^{\infty} q(t) \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} \mathrm{~d} t=\frac{4 a}{q(x)}
\end{aligned}
$$

This completes the proof of (2.3).

Remark 2.2. To estimate inequality (2.3) from above, we could use smaller constant $(2 \mathrm{e}-1) a /(\mathrm{e}-1)$. However, since using this constant would not change the results, we will not use it.

Lemma 2.3. The equation

$$
\begin{equation*}
-y^{\prime}(x)+q(x) y(x)=f(x), \quad x \in \mathbb{R}, \tag{2.4}
\end{equation*}
$$

has a unique solution $y \in C(\mathbb{R})$ for any $f \in C(\mathbb{R})$. This solution satisfies the inequalities:

$$
\begin{align*}
\|y\|_{C(\mathbb{R})} & \leqslant\|f\|_{C(\mathbb{R})}  \tag{2.5}\\
\|q y\|_{C(\mathbb{R})} & \leqslant 4 a\|f\|_{C(\mathbb{R})} \tag{2.6}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|y\|_{C(\mathbb{R})} \leqslant\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|q y\|_{C(\mathbb{R})} \leqslant(8 a+1)\|f\|_{C(\mathbb{R})} . \tag{2.7}
\end{equation*}
$$

Pro of of Lemma 2.3. For $f \in C(\mathbb{R})$, define function $y(x), x \in \mathbb{R}$ by the formula

$$
\begin{equation*}
y(x)=(G f)(x):=\int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi} f(t) \mathrm{d} t \tag{2.8}
\end{equation*}
$$

It is clear that $y(x)$ is defined for all $x \in \mathbb{R}$. Indeed,

$$
\begin{equation*}
|y(x)| \leqslant \int_{x}^{\infty} \mathrm{e}^{-\int_{x}^{t} q(\xi) \mathrm{d} \xi}|f(t)| \mathrm{d} t \leqslant B(x)\|f\|_{C(\mathbb{R})} \leqslant\|f\|_{C(\mathbb{R})} \tag{2.9}
\end{equation*}
$$

(see (2.2)). Using direct substitution, we can see that $y$ is a particular solution of equation (2.4), which satisfies inequality (2.5) (see (2.9)). Now notice that by (1.3), the equation $-z^{\prime}(x)+q(x) z(x)=0, x \in \mathbb{R}$, does not have any solution that is bounded in $\mathbb{R}$, except for $z=0$. Therefore $y(x), x \in \mathbb{R}$, is a unique solution of (2.4) in the class $C(\mathbb{R})$. Estimate (2.6) follows from (2.8) and (2.3). Finally, by using (1.3), (2.4), (2.5), (2.6), we get (2.7):

$$
\begin{aligned}
\left\|y^{\prime}\right\|_{C(\mathbb{R})} & \leqslant\|f\|_{C(\mathbb{R})}+\|q y\|_{C(\mathbb{R})} \Rightarrow\left\|y^{\prime}\right\|_{C(\mathbb{R})}+\|q y\|_{C(\mathbb{R})} \\
& \leqslant\|f\|_{C(\mathbb{R})}+2\|q y\|_{C(\mathbb{R})} \leqslant(8 a+1)\|f\|_{C(\mathbb{R})} .
\end{aligned}
$$

Denote

$$
\begin{gather*}
D(\mathbb{R})=\left\{y \in C(\mathbb{R}): y \in C_{\mathrm{loc}}^{(1)}(\mathbb{R}), \quad-y^{\prime}+q y \in C(\mathbb{R})\right\},  \tag{2.10}\\
(L y)(x)=-y^{\prime}(x)+q(x) y(x), \quad x \in \mathbb{R}, y \in D(\mathbb{R}) . \tag{2.11}
\end{gather*}
$$

Lemma 2.4. The operator $L: D(\mathbb{R}) \rightarrow C(\mathbb{R})$ is continuously invertible. In particular, we have the following relations:

$$
\begin{gather*}
L^{-1}=G,  \tag{2.12}\\
\|G\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \leqslant 1 \tag{2.13}
\end{gather*}
$$

and

$$
\begin{equation*}
\|q G\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \leqslant 4 a . \tag{2.14}
\end{equation*}
$$

Proof of Lemma 2.4. One proceeds exactly as in the proof of Lemma 2.3.
Let us introduce an operator $A: C(\mathbb{R}) \rightarrow C(\mathbb{R})$ by the formula

$$
\begin{equation*}
(A f)(x) \stackrel{\text { def }}{=} q(x) \int_{x-\varphi(x)}^{x} f(t) \mathrm{d} t, \quad x \in \mathbb{R}, f \in C(\mathbb{R}) \tag{2.15}
\end{equation*}
$$

Lemma 2.5. We have the inequality:

$$
\begin{equation*}
\|A\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \leqslant \sigma \leqslant \frac{1}{2} . \tag{2.16}
\end{equation*}
$$

Pro of of Lemma 2.5. By (1.2), (1.3), (1.7) and (1.8), and since $a \geqslant 1$, we have:

$$
\begin{equation*}
\sigma<\frac{1}{a+1} \leqslant \frac{1}{2} \Rightarrow \varphi(x) \leqslant \frac{\sigma}{q^{2}(x)} \leqslant \sigma \leqslant \frac{1}{2}, \quad x \in \mathbb{R} . \tag{2.17}
\end{equation*}
$$

Now, from (1.2), (1.3), (1.7), (1.8) and (2.17) it follows that

$$
\begin{aligned}
\|A f\|_{C(\mathbb{R})} & =\sup _{x \in \mathbb{R}} q(x)\left|\int_{x-\varphi(x)}^{x} f(\xi) \mathrm{d} \xi\right| \leqslant \sup _{x \in \mathbb{R}}(q(x) \varphi(x)) \cdot\|f\|_{C(\mathbb{R})} \\
& =\sup _{x \in \mathbb{R}}\left(\left(\varphi(x) q^{2}(x)\right) \frac{1}{q(x)}\right) \cdot\|f\|_{C(\mathbb{R})} \leqslant \sigma\|f\|_{C(\mathbb{R})} \Rightarrow(2.16) .
\end{aligned}
$$

Consider the integral operator defined on $C(\mathbb{R})$ :

$$
\begin{equation*}
(K y)(x)=\sum_{n=1}^{\infty}(-1)^{n+1}\left[G A^{n}(q y)\right](x), \quad x \in \mathbb{R} \tag{2.18}
\end{equation*}
$$

(see (2.8) and (2.15)).

Lemma 2.6. The operator $K: C(\mathbb{R}) \rightarrow C(\mathbb{R})$ is bounded. In particular,

$$
\begin{equation*}
\|K\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \leqslant \alpha<1, \quad \alpha=\frac{a \sigma}{1-\sigma} . \tag{2.19}
\end{equation*}
$$

Proof of Lemma 2.6. First note that since $\sigma(a+1)<1$ (see (1.8)), it holds that $\alpha=a \sigma /(1-\sigma)<1$. Let $y \in C(\mathbb{R})$. Using (2.13) and (2.16), we get

$$
\begin{aligned}
\|K y\|_{C(\mathbb{R})} & =\left\|\sum_{n=1}^{\infty}(-1)^{n+1}\left[G A^{n}(q y)\right](x)\right\|_{C(\mathbb{R})} \\
& \leqslant\|G\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})}\left(\sum_{n=1}^{\infty}\left\|A^{n-1}\right\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})}\right)\|A(q y)\|_{C(\mathbb{R})} \\
& \leqslant\left(\sum_{n=1}^{\infty} \sigma^{n-1}\right)\|A(q y)\|_{C(\mathbb{R})}=\frac{1}{1-\sigma} \sup _{x \in \mathbb{R}}\left(q(x) \int_{x-\varphi(x)}^{x} q(t) y(t) \mathrm{d} t\right) \\
& \leqslant \frac{1}{1-\sigma} \sup _{x \in \mathbb{R}}\left(q^{2}(x) \int_{x-\varphi(x)}^{x} \frac{q(t)}{q(x)} \mathrm{d} t\right)\|y\|_{C(\mathbb{R})} \leqslant \frac{a \sigma}{1-\sigma}\|y\|_{C(\mathbb{R})}=\alpha\|y\|_{C(\mathbb{R})} .
\end{aligned}
$$

Hence, we have (2.19).

## 3. Proof of the main result

Here we prove Theorem 1.2. To this end we need an operator $T$. Let $f \in C(\mathbb{R})$, define $T$ by the formula

$$
\begin{equation*}
(T y)(x)=\left(G(E+A)^{-1} f\right)(x)+(K y)(x), \quad x \in \mathbb{R}, y \in C(\mathbb{R}) \tag{3.1}
\end{equation*}
$$

The symbol $E$ stands for the identity operator in $C(\mathbb{R})$. We have $T: C(\mathbb{R}) \rightarrow C(\mathbb{R})$ (see (2.13), (2.16), (2.19)). Furthermore, by (2.19), for any functions $y_{1}, y_{2} \in C(\mathbb{R})$ we have:

$$
\begin{equation*}
\left\|T y_{2}-T y_{1}\right\|_{C(\mathbb{R})}=\left\|K\left(y_{2}-y_{1}\right)\right\|_{C(\mathbb{R})} \leqslant \alpha \|\left(y_{2}-y_{1} \|_{C(\mathbb{R})},\right. \tag{3.2}
\end{equation*}
$$

and since $\alpha<1$ (see (2.19)), we conclude that $T$ is a contraction on the space $C(\mathbb{R})$. Now let us consider the equation

$$
\begin{equation*}
y(x)=(T y)(x), \quad x \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

By a solution of (3.3) we mean any continuous function $y(x)$ for $x \in \mathbb{R}$ satisfying (3.3) in every point of the number axis $\mathbb{R}$.

Definition 3.1. We say that the pair $\left\{C_{q}^{(1)}(\mathbb{R}), C(\mathbb{R})\right\}$ is admissible for (3.3) if:
(i) for each function $f \in C(\mathbb{R})$ (see (3.1) there exists a unique solution $y \in C_{q}^{(1)}(\mathbb{R})$ of (3.3));
(ii) there exists a constant $c \in(0, \infty)$ such that independently of the choice of the function $f \in C(\mathbb{R})$, the solution $y \in C_{q}^{(1)}(\mathbb{R})$ of (3.3) satisfies the inequality

$$
\begin{equation*}
\|y\|_{C_{q}^{(1)}(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})} . \tag{3.4}
\end{equation*}
$$

Lemma 3.2. The pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (1.1) if and only if it is admissible for (3.3).

Pro of of Lemma 3.2. Necessity. Suppose that the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (1.1) and let $y(x), x \in \mathbb{R}$, be a solution of (1.1) from the class $C^{(1)}(\mathbb{R}, q)$. Using (2.15) and (2.16), we can write (1.1) in a different way:

$$
\begin{aligned}
y^{\prime}(x) & =-f(x)+q(x) y(x-\varphi(x))=-f(x)+q(x) y(x)-q(x) \int_{x-\varphi(x)}^{x} y^{\prime}(\xi) \mathrm{d} \xi \\
& =-f(x)+q(x) y(x)-\left(A y^{\prime}\right)(x), \quad x \in \mathbb{R}
\end{aligned}
$$

Thus,

$$
\left[(E+A) y^{\prime}\right](x)=-f(x)+q(x) y(x), \quad x \in \mathbb{R} .
$$

Since $\|A\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \leqslant \sigma \leqslant \frac{1}{2}$, the operator $(E+A)$ is invertible, and

$$
(E+A)^{-1}=E+\sum_{n=1}^{\infty}(-1)^{n} A^{n}
$$

So,

$$
y^{\prime}(x)=-\left[(E+A)^{-1} f\right](x)+q(x) y(x)+\sum_{n=1}^{\infty}(-1)^{n}\left[A^{n}(q y)\right](x), \quad x \in \mathbb{R} .
$$

Now, by (2.11) we get:

$$
(L y)(x)=-y^{\prime}(x)+q(x) y(x)=\left[(E+A)^{-1} f\right](x)+\sum_{n=1}^{\infty}(-1)^{n+1}\left[A^{n}(q y)\right](x)
$$

for $x \in \mathbb{R}$. The last equality, (2.14) and (2.16) imply (3.3). Thus, $y$ is a solution of (3.3) with $y \in C^{(1)}(\mathbb{R}, q)$.

Let us prove the uniqueness of the solution of (3.3) in the class $C^{(1)}(\mathbb{R}, q)$. Assume that for some $f \in C(\mathbb{R})$ there is another solution $y_{1} \in C^{(1)}(\mathbb{R}, q)$, $y_{1} \neq y$, of equation (3.3). Since $C^{(1)}(\mathbb{R}, q) \hookrightarrow C(\mathbb{R})$ (see (1.3), (1.4)), both functions $y$ and $y_{1}$ belong to $C(\mathbb{R})$, i.e. $y$ is not a unique solution of (3.3) in the class $C(\mathbb{R})$. This contradicts the assertion that $T$ is a contraction acting on $C(\mathbb{R})$ (see (3.2)). Thus, $y$ is the unique solution of (3.3) in the class $C(\mathbb{R})$, and consequently in the class $C^{(1)}(\mathbb{R}, q)$. The uniqueness is proved. Now notice that this solution of (3.3) satisfies the inequality (3.4) since it is a solution of (1.1), for which the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible. Thus, the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (3.3).

Sufficiency. Assume that the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (3.3) and let $y(x), x \in \mathbb{R}$ be a solution of $(3.3)$ from the class $C^{(1)}(\mathbb{R}, q)$. We have the equalities

$$
\begin{equation*}
y(x)=(T y)(x)=(G g)(x), \quad x \in \mathbb{R}, \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
g(x)=\left[(E+A)^{-1} f\right](x)+\sum_{n=1}^{\infty}(-1)^{n+1} A^{n-1}[A(q y)](x), \quad x \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

(see (3.1)). Using (2.16) and (3.4), we conclude that $g \in C(\mathbb{R})$ :

$$
\begin{align*}
\|g\|_{C(\mathbb{R})} & \leqslant c\|f\|_{C(\mathbb{R})}+\sum_{n=1}^{\infty} \frac{1}{2^{n-1}}\|A(q y)\|_{C(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})}+c\|y\|_{C(\mathbb{R})}  \tag{3.7}\\
& \leqslant c\|f\|_{C(\mathbb{R})} .
\end{align*}
$$

Thus, $y \in D(L)$ (see Lemma 2.4). Repeating the arguments from the necessity part of the proof in reverse order, we obtain that $y \in C^{(1)}(\mathbb{R}, q)$ is a solution of (1.1). Moreover, the solution of (1.1) is unique in the class $C^{(1)}(\mathbb{R}, q)$. Indeed, otherwise the equation

$$
\begin{equation*}
-z^{\prime}(x)+q(x) z(x-\varphi(x))=0, \quad x \in \mathbb{R} \tag{3.8}
\end{equation*}
$$

has a solution $z \in C^{(1)}(\mathbb{R}, q)$ which does not vanish for all $x \in \mathbb{R}$; and since $C^{(1)}(\mathbb{R}, q) \hookrightarrow C(\mathbb{R})($ see (1.3), (1.4)), $z \in C(\mathbb{R})$. Now, passing from the equation (3.8) to equation (3.3) with $f=0$, and repeating the argument given in the necessity part of the proof, we get

$$
z(x)=(K z)(x), \quad x \in \mathbb{R}
$$

(see (2.18), (3.1)).

From this and (2.19) it follows that

$$
\|z\|_{C(\mathbb{R})} \leqslant\|K\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})}\|z\|_{C(\mathbb{R})} \leqslant \alpha\|z\|_{C(\mathbb{R})}<\|z\|_{C(\mathbb{R})},
$$

so we have reached a contradiction. Thus, (1.1) has a unique solution in the class $C^{(1)}(\mathbb{R}, q)$. This solution satisfies inequality (3.4) since it is a solution of (3.3) from the class $C^{(1)}(\mathbb{R}, q)$. The lemma is proved.

Now we can complete the proof of the theorem. Since $T: C(\mathbb{R}) \rightarrow C(\mathbb{R})$ is a contraction, equation (3.3) has a unique solution $y \in C(\mathbb{R})$. Furthermore, it holds that (see (2.19), (3.1)):

$$
\begin{aligned}
\|y\|_{C(\mathbb{R})} & \leqslant\left\|G(E+A)^{-1}\right\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \cdot\|f\|_{C(\mathbb{R})}+\|K\|_{C(\mathbb{R}) \rightarrow C(\mathbb{R})} \cdot\|y\|_{C(\mathbb{R})} \\
& \leqslant c\|f\|_{C(\mathbb{R})}+\alpha\|y\|_{C(\mathbb{R})},
\end{aligned}
$$

which yields

$$
\begin{equation*}
\|y\|_{C(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})} . \tag{3.9}
\end{equation*}
$$

By (3.5), (3.6), (3.7), (3.9) and (2.12), we have:

$$
\begin{equation*}
y(x)=\left(L^{-1} g\right)(x), \quad x \in \mathbb{R}, \quad\|g\|_{C(\mathbb{R})} \leqslant c\|f\|_{C(\mathbb{R})} . \tag{3.10}
\end{equation*}
$$

Now from (3.10), Lemma 2.3 and (2.3), we get that $y \in D(L)$, and then Lemmas 2.3 and 2.4 (see (2.12), (2.8) and (2.7)) imply that $y \in C^{(1)}(\mathbb{R}, q)$, and estimates (3.4) and (2.7) coincide. Furthermore, since $y \in D(L) \cap C^{(1)}(\mathbb{R}, q)$, arguing as in the sufficiency part of the proof of Lemma 3.2, we conclude that $y$ is a unique solution of (3.3) in the class $C^{(1)}(\mathbb{R}, q)$. Hence, the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (3.3). Now Theorem 1.2 follows from Lemma 3.2.

## 4. Example

Let us consider equation (1.1) with

$$
\begin{equation*}
q(x)=2 \mathrm{e}^{|x|}+\mathrm{e}^{|x|} \sin \left(\mathrm{e}^{\alpha|x|}\right), \quad x \in \mathbb{R}, \alpha>0 . \tag{4.1}
\end{equation*}
$$

Using Theorem 1.2, we will show that if the continuous function $\varphi(x)$ on $\mathbb{R}$ satisfies the inequalities:

$$
\begin{equation*}
0 \leqslant \varphi(x) \leqslant \beta \mathrm{e}^{-2|x|}, \quad x \in \mathbb{R}, \beta=0.01, \tag{4.2}
\end{equation*}
$$

then the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for (1.1) in the case where the function $q(x)$ is given by (4.1).

In order to use Theorem 1.2, we check that conditions (1.7), (1.8) are satisfied:
(1) Let $|t-x| \leqslant 1, x \in \mathbb{R}$. Then

$$
\frac{q(t)}{q(x)} \leqslant \frac{2 \mathrm{e}^{|t|}+\mathrm{e}^{|t|}}{2 \mathrm{e}^{|x|}-\mathrm{e}^{|x|}}=3 \mathrm{e}^{|t|-|x|} \leqslant 3 \mathrm{e}^{|t-x|} \leqslant 3 \mathrm{e},
$$

and

$$
\frac{q(t)}{q(x)} \geqslant \frac{2 \mathrm{e}^{|t|}-\mathrm{e}^{|t|}}{2 \mathrm{e}^{|x|}+\mathrm{e}^{|x|}} \geqslant \frac{1}{3} \mathrm{e}^{|t|-|x|} \geqslant \frac{1}{3} \mathrm{e}^{-|t-x|} \geqslant \frac{1}{3 \mathrm{e}} .
$$

Thus, condition (1.7) holds with $a=3 \mathrm{e}$.
(2) Since

$$
q^{2}(x) \leqslant\left(3 \mathrm{e}^{|x|}\right)^{2}=9 \mathrm{e}^{2|x|}
$$

(see (4.1)), we assume that the continuous function $\varphi(x), x \in \mathbb{R}$, satisfies the inequalities

$$
\begin{equation*}
0 \leqslant \varphi(x) \leqslant \beta \mathrm{e}^{-2|x|}, \quad x \in \mathbb{R}, \quad \beta>0 . \tag{4.3}
\end{equation*}
$$

Here $\beta$ has to be chosen so that condition (1.8) is satisfied. Since

$$
\sigma=\sup _{x \in \mathbb{R}}\left(\varphi(x) q^{2}(x)\right) \leqslant \sup _{x \in \mathbb{R}} \beta \mathrm{e}^{-2|x|} \cdot 9 \mathrm{e}^{2|x|}=9 \beta
$$

we have the following condition for choosing the value of $\beta$ :

$$
\sigma(a+1)=\sigma(3 \mathrm{e}+1) \leqslant 9 \beta(3 \mathrm{e}+1)<1,
$$

whence

$$
\beta<\frac{1}{9(3 \mathrm{e}+1)}:=\beta_{0} .
$$

It is easy to check that $0.01<\beta_{0}$.
Thus, by Theorem 1.2, the pair $\left\{C^{(1)}(\mathbb{R}, q), C(\mathbb{R})\right\}$ is admissible for equation (1.1) with $q(x)$ given by (4.1), provided the function $\varphi(x)$ satisfies condition (4.2).

Concluding remarks. We will try to solve an analogous problem for equations of the form

$$
\begin{gathered}
(-1)^{n} y^{(2 n)}(x)+q(x) y(x-\varphi(x))=f(x), \quad x \in \mathbb{R} \\
(-1)^{n} y^{(2 n+1)}(x)+q(x) y(x-\varphi(x))=f(x), \quad x \in \mathbb{R}
\end{gathered}
$$

in our forthcoming works.
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