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MODELLING AND OPTIMAL CONTROL
OF NETWORKED SYSTEMS WITH STOCHASTIC
COMMUNICATION PROTOCOLS

Chaoqun Zhu, Bin Yang and Xiang Zhu

This paper is concerned with the finite and infinite horizon optimal control issue for a class
of networked control systems with stochastic communication protocols. Due to the limitation
of networked bandwidth, only the limited number of sensors and actuators are allowed to get
access to network mediums according to stochastic access protocols. A discrete-time Markov
chain with a known transition probability matrix is employed to describe the scheduling be-
haviors of the stochastic access protocols, and the networked systems are modeled as a Markov
jump system based on the augmenting technique. In such a framework, both the approaches
of stochastic analysis and dynamic programming are utilized to derive the optimal control se-
quences satisfying the quadratic performance index. Moreover, the optimal controller gains
are characterized by solving the solutions to coupled algebraic Riccati equations. Finally, a
numerical example is provided to demonstrate the correctness and effectiveness of the proposed
results.

Keywords: networked control systems, optimal control, stochastic communication proto-
col, markov chain

Classification: 93C05, 93E20

1. INTRODUCTION

Modelling, analysis and synthesis of networked control systems (NCSs) have recently
attracted considerable research attention in the control community [1, 2, 3, 4]. One
important feature of NCSs is that the controllers exchange information with the sen-
sors and actuators over shared communication networks instead of the conventional point
-to-point communication. The utilization of communication networks provides many ad-
vantages, such as lower cost, high reliability, reduced system wiring, flexible architecture,
as well as simpler installation and maintenance, they have been found successful appli-
cations in a wide range of areas including environmental monitoring, process control,
intelligent transportation, power systems, and many manufacturing plants. However,
the introduction of network in control systems also brings some challenging issues, such
as transmission delays, packet dropouts, quantization effects, etc. which are potential
sources of poor performance and instability and have been primarily highlighted in the

DOI: 10.14736/kyb-2020-2-0239

http://doi.org/10.14736/kyb-2020-2-0239


240 C. ZHU, B. YANG AND X. ZHU

literature, see, e. g., [5, 6, 7, 8, 9, 10, 11] and references therein. For most underlying
investigations on NCSs, a common assumption is that all the sensors and actuators
could simultaneously access the network and communicate with the controller to ex-
change information during one sampling period. In many practical situations, however,
it is quite unrealistic to implement such a communication scheme due to the fact that
simultaneous multiple access over a shared network would result in unavoidable data
collisions. In such a situation, in order to protect the information exchanging from
network collisions and meet certain performance requirements, the control synthesis of
NCSs involves not only stabilizing controller design but also efficiently utilizing access
protocols to orchestrate the access order of network nodes.

Motivated by this fact, the control synthesis and access scheduling problem of NCSs
with various communication protocols has been intensively investigated over the past
decades. The communication protocols that have been explored to date could be gener-
ally classified into three categories, namely, static communication protocol [12, 13, 14,
15, 16], dynamic communication protocol [17, 18, 19, 20, 21], and stochastic communica-
tion protocol [22, 23, 24, 25, 26, 27, 28]. Static access protocol allocates the bandwidth
of a network and determines which sensors and actuators could exchange data with con-
troller based on a certain rule by off-line means. For instance, in [12] the Round-Robin
(RR) protocol is applied to the sampled data control systems and the direct Lyapunov
Krasovskii approach is employed to analyse the stability condition. The authors of [13]
utilize the static periodic access protocol to describe the medium access constraints of
NCSs and address the communication and control co-design problem with further prov-
ing a lower bound for the static communication sequences that preserved reachability
and observability. Subsequently, the co-design method is extended to the NCSs with
access constraints and network-induced delay in [15]. Generally speaking, static com-
munication protocols are quite simple and easy to be implemented, but they are not
adaptable to the situations with disturbances or uncertainties. An alternative to static
access protocol is to let the medium access of sensors and/or actuators be determined
based on the current information of the controlled systems, which is so-called dynamic
communication protocol. The dynamic communication protocol has the ability to at-
tenuate the disturbances quickly, and guarantee the stability of close-loop systems in
complicated network environment. For example, in [17], the Try-Once-Discard (TOD)
protocol is introduced for the first time to deal with the packets scheduling and the
maximum allowable transfer interval is then obtained. [18] and [19] address the inte-
grated design of controller and dynamic scheduling policy for the sensors/actuators of
networked systems via a single-packet and multiple-packet transmission policy, respec-
tively. The framework given in [19] is particularly interesting, as it is the first time
that the control synthesis and scheduling problem are solved without decoupling them.
Recently, the authors of [21] investigate the ultimate boundedness control problem for
a class of networked nonlinear systems subject to the TOD protocol scheduling and
uniform quantization effects.

Stochastic communication protocol serves as a widely used model in industrial con-
trol networks, such as the carrier-sense multiple access (CSMA) protocol of Ethernet
and ALOHA protocol of local area network, and therefore much attention has been paid
to networked systems with stochastic communication protocol. The property of this



Modelling and optimal control of networked systems with stochastic communication protocols 241

kind of protocol is that network nodes can obtain networked access rights randomly
for data transmission. In general, two popular stochastic models are used to describe
the stochastic communication protocol, namely, the Markovian jump model as well as
the binary Bernoulli distribution model. Several results have been published regarding
these stochastic access protocols. See, for example, [22] presents the stability analysis
and controller design for the networked systems with random communication protocols
and networked delay. The optimal controller design problem for networked systems
with stochastic access constraints and packet dropouts is discussed in [24], However,
this paper only considers the access constraints at the controller-to-actuator channel in
the finite horizon, and the results are quite conservative. [25] is concerned with the
H∞ control problem for a class of linear time-varying networked systems with stochastic
communication protocol. More recently, an output feedback controller is studied for the
networked control systems with both stochastic access protocol, which is described by
a vector-valued Markov process, and time-varying delays in [26]. Although the afore-
mentioned literature have made some progress in the networked systems with stochastic
communication protocol, there are still some interesting problems that deserve further
research. So far, much attention has been focused on how to deal with the controller-to-
actuator access constraints, while another important type of access constraints, sensors-
to-controller access constraints, has not been fully investigated. Furthermore, most of
the available results concerning networked systems with stochastic access protocol are
confined to the stabilizing control or estimation problems, while the control performance
issues are rarely addressed, which is equally important in many engineering applications.

In response to the aforementioned discussion, we aim to explore the finite and infi-
nite horizon optimal control problem whose sensors and actuators access the medium
subject to stochastic access protocols. More specifically, the objective of this paper is
to achieve an optimal controller for the NCSs with stochastic communication protocol
so as to guarantee the mean-square exponential stable performance of the systems in
the finite and infinite horizon. The main contributions of this paper can be summarized
as follows. (1) The comprehensive integration of the optimal controller design and the
stochastic access protocols is investigated for the NCSs. (2) Medium access constraints
characterized by stochastic communication protocol have been allowed to occur, simul-
taneously, in both the backward and the forward network channels in the framework
of optimal controller design. (3) The calculation procedure of optimal state-feedback
gains is presented by solving stabilizing solutions of coupled algebraic Riccati equations
(CARE).

The rest of this paper is organized as follows. In the next Section we show how a
networked system subject to stochastic access protocols could be modeled as a Markov
jump system. In Section 3, we solve the optimal control problem of networked systems
in the finite and infinite time horizon. The effectiveness of the proposed results is pro-
vided by an illustrative example in Section 4. Finally, Section 5 concludes the paper
and discusses future research directions.

Notation. The notation used throughout the paper is fairly standard. Rn and Rn×m

denote, respectively, the n dimensional Euclidean space and set of all n ×m real ma-
trices. A matrix P > 0 (P ≥ 0) means that it is real symmetric and positive definite
(semi-definite), and In is an n× n identity matrix. The superscripts ′T ′ and ′ − 1′ stand
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for matrix transposition and matrix inverse, respectively. tr {X} denotes the trace of

matrix X. {Xi}N1 means the set of matrices X1, X2, · · · , XN , and λmax(X)(λmin(X))
denotes the maximum (minimum) eigenvalue of a real symmetric matrix X. E [ζ] and

E [ζ |υ ], respectively, stand expectation of the stochastic variable ζ and expectation
of ζ conditional on υ, and Pr {ν} means the occurrence probability of the event ν.
diag {ρ1, · · · , ρn} stands for a diagonal matrix with the indicated elements on the diag-
onal and zeros elsewhere. Cba is the combinatorial number that b elements are selected
from a total of a elements. mod (c, d) represents the remainder of the integer c to the
integer d, and bec represents the largest integer not greater than real number e. De-

fine the collections T
∆
= {0, 1, · · · , T − 1}, Nm

∆
= {1, 2, · · · , Nm}, Nn

∆
= {1, 2, · · · , Nn},

Nr
∆
= {1, 2, · · · , Nm ×Nn}, where T , Nm, Nn and Nr are positive integers.

2. PROBLEM FORMULATION

In this section, we present the model of NCSs subject to stochastic communication
protocol, whose structure is depicted in Fig. 1. Let us consider the linear time-invariant
discrete-time plant described by

x (k + 1) = Ax (k) +Bu (k) +Dω (k) , (1)

where A ∈ Rn×n, B ∈ Rn×m, D ∈ Rn×n, x = [x1 · · ·xn]T ∈ Rn is the plant state,
which is directly measured by n sensors, with initial condition x (0) = x0, and u =
[u1 · · ·um]T ∈ Rm is the control input actually executed by the actuators. xl (k) repre-
sents the measured state by the sensor l, and ui (k) denotes the control signal received
by the actuator i. ω(k) ∈ Rn is the disturbance input, which satisfies ω (k) ∼ N (0,Wω).

 

Networks with stochastic communication protocol
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Fig. 1. The structure of the NCSs.

As shown in Fig. 1, there are n sensors and m actuators in the NCSs. For the band-
width limitation, the communication medium imposes an upper bound, respectively,
1 ≤ q < n on the number of sensors and 1 ≤ p < m on the number of actuators which
may communicate simultaneously with the controller at any time instant k. Another
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q sensors and p actuators will be assigned the medium in the next sampling period.
Therefore, there are total Nn = Cqn possible medium-access status for the sensors, and
Nm = Cpm possible medium-access status for the actuators. For analyzing conveniently,
only the medium access constrains are considered for the networked systems, while other
communication limitations, such as transmission delays, packet dropouts, and quanti-
zation errors, are small enough and can be neglected in the controller design. In order
to cope with the effect of access constraints, we construct the following compensation
scheme: the zero-order holders are used at the receiving side of network medium, i. e.,
when the actuators or sensors fail to access the medium, the values stored in zero-order
holders are fed into the plant or controller. Furthermore, without loss of generality,
we also assume that the plant′s outputs and control signals are transmitted in separate
packets to the controller and actuators via multiple communication channels.

2.1. Stochastic Communication Protocol

In what follows, we will introduce the stochastic communication protocol, which is gov-
erned by a discrete-time Markov chain. For the actuators′ side, let the binary valued
function δi (k) denote medium-access status of the actuator i at time instant k, where
i = 1, · · · ,m. δi (k) = 1 means the actuator i is accessing the channel, and the ith
control vector ūi (k) will be available to the actuator, i. e., ui (k) = ūi (k) + Eiν (k),
where ν (k) ∈ Rν is the network-induced disturbance, satisfying ν (k) ∼ N (0,Wν), and
Ei ∈ R1×ν is known constant matrix. Otherwise, δi (k) = 0 means the control input
packet is not transmitted and the actuator i will remain the last available value by used
zero-order holder, i. e., ui (k) = ui (k − 1). Let δ (k) = [δ1 (k) , · · · , δm (k)]

T
denote the

stochastic protocol sequence that assigns medium access to the m actuators at time k.
Defining

Mδ(k)
∆
= diag {δ(k)} , E ∆

=
[
ET1 ET2 · · · ETm

]T
,

then we have

u (k) = Mδ (k) (ū (k) + Eν (k)) + M̄δ (k)u (k − 1) , (2)

where M̄δ (k) = Im −Mδ (k), and ū(k) is the control signal actually generated by the
controller.

According to the CSMA communication protocol [29], we assume that Mδ(k) can be
modeled by a Markov process taking the matrix values in a finite set Mδ={M1

δ , . . . ,M
Nm
δ }

with the following conditional probability:

Pr
{
Mδ(k) = M i

δ

}
= λi(k), Pr

{
Mδ(k + 1) = M j

δ

∣∣Mδ(k) = M i
δ

}
= λij , (3)

where λij > 0 represents the transition probability from mode i to mode j, satisfying∑Nm
j=1 λij = 1, i, j ∈ Nm. λi (0) is the initial probability of mode i, while λi (k) is the

probability of mode i at time k, and λ (k) = [λ1 (k) · · · λNm (k) ]T . For simplicity, let
{τ(k);k ∈ Z} be the indicator of the Markov process, satisfying τ(0) = τ0 and τ(k) ∈ Nm.
τ(k) = i if Mδ(k) = M i

δ. According to (2), it is obtained

u (k) = M
τ(k)
δ (k) (ū (k) + Eν (k)) + M̄

τ(k)
δ (k)u (k − 1) , (4)
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where M̄
τ(k)
δ (k) = Im −Mτ(k)

δ (k). Indeed, (4) reflects that the values in u (k) corre-
sponding to the ith group actuators are updated at time k, while the others remain the
same values.

In the same manner, the medium-access status of the sensor l is denoted by another
binary valued function σl (k), where l = 1, · · · , n. σl (k) = 1 indicates that the sensor l is
accessing the medium, and the state information is updated, i. e., x̄l (k) = xl (k)+Flν (k),
where Fl ∈ R1×ν is known constant matrix, and x̄l (k) denotes the lth received state
data by the controller. Otherwise, σl (k) = 0 means that the current lth measured signal
is not transmitted and the controller will use the state data of previous sampling period,
i. e., x̄l (k) = x̄l (k − 1). Let σ (k) = [σ1 (k) , · · · , σn (k)]

T
denote the stochastic protocol

sequence that assigns channel access to the n sensors at time k. Define

Mσ(k)
∆
= diag {σ(k)} , F ∆

=
[
FT1 FT2 · · · FTn

]T
.

It is also assumed that Mσ(k) is generated by another Markov process that takes
the matrix values in finite set Mσ =

{
M1
σ , · · · ,MNn

σ

}
with the following conditional

probability:

Pr
{
Mσ(k) = M l

σ

}
= πl(k), Pr

{
Mσ(k + 1) = Mh

σ

∣∣Mσ(k) = M l
σ

}
= πlh, (5)

where πlh > 0, satisfying
∑Nn
h=1 πlh = 1, l, h ∈ Nn. Let {θ(k);k ∈ Z} with θ(0) = θ0,

θ(k) ∈ Nn, denote the Markov process. We thus have

x̄ (k) = Mθ(k)
σ (k) (x (k) + Fν (k)) + M̄θ(k)

σ (k) x̄ (k − 1) , (6)

where M̄
θ(k)
σ (k) = In −Mθ(k)

σ (k).

2.2. System Modelling

The networked systems model can be attained by substituting (4) and (6) into (1), and
introducing an augmented state variable

x̃ (k)
∆
=
[
xT (k) x̄T (k − 1) uT (k − 1)

]T
.

This results in the discrete-time model

x̃ (k + 1) = Aτ(k),θ(k)x̃ (k) +Bτ(k)ū (k) +Dτ(k),θ(k)ξ (k) , (7)

where

Aτ(k),θ(k) =

 A 0 BM̄
τ(k)
δ (k)

M
θ(k)
σ (k) M̄

θ(k)
σ (k) 0

0 0 M̄
τ(k)
δ (k)

, Bτ(k) =

 BM
τ(k)
δ (k)
0

M
τ(k)
δ (k)

,

Dτ(k),θ(k) =

 D BM
τ(k)
δ (k)E

0 M
θ(k)
σ (k)F

0 M
τ(k)
δ (k)E

,
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ξ (k) =
[
ωT (k) νT (k)

]T
, x̃ (0) = x̃0 =

[
xT0 01×n 01×m]T ,

where ξ (k) ∼ N (0,W ), satisfying W = diag {Wω,Wν}. For the simplicity of analy-
sis and design, we utilize the method of [30] to reformulate the system (7) by mapping
two stochastic processes τ(k) and θ(k) to one Markov chain {r(k);k ∈ Z}, r(0) = r0,
r(k) ∈ Nr. Define

r(k) = Φ (τ (k) , θ (k))
∆
= τ (k) +m (θ (k)− 1) . (8)

Furthermore, if r(k) is given, we can obtain the values of τ(k) and θ(k) in terms of
functions φτ (r (k)) and φθ (r (k)), which are defined as following:

 τ (k) = φτ (r (k))
∆
=
⌊
r(k)−1
m

⌋
+ 1

θ (k) = φθ (r (k))
∆
= mod (r (k)− 1,m) + 1.

(9)

According to (8), the transition probability matrix γsw of Markov chain r(k) can be
derived by the following conditional probability:

γsw = Pr {r(k + 1) = w |r(k) = s}
= Pr {τ(k + 1) = φτ (w) |τ(k) = φτ (s)}Pr {θ(k + 1) = φθ (w) |σ(k) = φθ (s)}
= λφτ (w)φτ (s)πφθ(w)φθ(s),

where s, w ∈ Nr, λφτ (w)φτ (s) and πφθ(w)φθ(s) are given by (3) and (5). Considering
(8) and (9), the augmented system (7) can be rewritten to an equivalent form as follows:

x̃ (k + 1) = Ãr(k)x̃ (k) + B̃r(k)ū (k) + D̃r(k)ξ (k) , (10)

where

Ãr(k) = Aφτ (r(k))φθ(r(k)), B̃r(k) = Bφθ(r(k)), D̃r(k) = Dφτ (r(k))φθ(r(k)).

We assume that the current modes of the Markov process τ(k) and θ(k) are available
at each time instant k. This assumption is critical, since it allows us to avoid the more
difficult and generally unsolved ′dual control′ problem. Let Ik denote the information
sets available to the controller at time k. Then we have

Ik = {x̃ (t) , r (t) |t = 0, 1, · · · , k } .

It is clear that Ik ⊂ Ik+1 ⊂ IT .
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3. MAIN RESULTS

By employing dynamic programming approach, a finite-horizon optimal controller will
be developed to guarantee the asymptotic stability of the system (10), and minimize the
following quadratic cost function, namely:

J (x̃0, r0, ū) = E
[
x̃T (T )Q (T ) x̃ (T )

+
∑T−1

k=0

(
x̃T (k)Q (k) x̃ (k) + ūT (k)R (k) ū (k)

)
|x̃0, r0, ū

]
, (11)

where Q(T ) ≥ 0, Q(k) ≥ 0, R(k) > 0 are given symmetric matrices. The minimal is
denoted by J∗ (x̃0, r0).

Theorem 1. Consider the system (10), and the quadratic cost function (11). The
optimal controller is given by

ū (k) = Kr(k) (k) x̃ (k) , (12)

where

Kr(k) (k) = −
(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)−1

B̃Tr(k)P̄r(k) (k + 1) Ãr(k), (13)

and the optimal cost is

J∗ (x̃0, r0) =
∑Nr

i=1

[
tr
(
γi (0) x̃0Pi (0) x̃T0

)
+
∑T−1

k=0
γi (k) tr

(
D̃r(k)WD̃T

r(k)P̄i (k + 1)
)]
. (14)

In the above, the matrix P̄r(k) (k + 1) obeys the following backward CRDE

Pr(k) (k) = Q (k) + ÃTr(k)P̄r(k) (k + 1) Ãr(k)

− ÃTr(k)P̄r(k) (k + 1) B̃r(k)

(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)−1

· B̃Tr(k)P̄r(k) (k + 1) Ãr(k), (15)

where P̄r(k) (k + 1) =
∑Nr
j=1 πr(k)jPj (k + 1), Pr(T ) (T ) = Q (T ), r (k) ∈ Nr, k = T − 1,

· · · , 1, 0.

P r o o f . According to the quadratic cost function (11), we can obtain the Bellman

functional as follows

S (x̃ (k) , r (k) , k) = min
ū(k)

{
E
[
x̃T (k)Q (k) x̃ (k) + ūT (k)R (k) ū (k)

+S (x̃ (k + 1) , r (k + 1) , k + 1) |Ik]} , (16)
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for k = T − 1, · · · , 1, 0, such that J∗ (x̃0, r0) = S (x̃ (0) , r (0) , 0). According to the
characteristics of Bellman functional (16), its solution should be quadratic, i. e.,

S (x̃ (k) , r (k) , k) = E
[
x̃T (k)Pr(k) (k) x̃ (k) |Ik

]
+ α (k) , (17)

where k = T, · · · , 1, 0, Pr(k) (k) is the undetermined symmetric and positive definite
matrix, r (k) ∈ Nr, and α (k) is the undetermined scalar function. Based on (17), one
has the Bellman functional equation for k + 1 as follows

S (x̃ (k + 1) , r (k + 1) , k + 1)

= E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik+1

]
+ α (k + 1) . (18)

Taking the conditional mathematical expectation on (18), we can obtain

E [S (x̃ (k + 1) , r (k + 1) , k + 1) |Ik]

= E
[
E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik+1

]
+ α (k + 1)

∣∣ Ik] . (19)

By applying the smoothing property of the conditional expectations [31], one has

E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik

]
= E

[
E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik+1

] ∣∣ Ik] . (20)

According to the definition of the mathematical expectation, for any measurable func-
tions g and f , the following equation holds

E [g (ω (k)) f (r (k + 1)) |Ik] = E [g (ω (k)) |Ik]
∑Nr

j=1
γr(k)jf (j) . (21)

Considering (10) and (21), and substituting (20) into (19) leads to

E [S (x̃ (k + 1) , r (k + 1) , k + 1) |Ik]

= E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik

]
+ E [α (k + 1) |Ik]

= E
[
x̃T (k) ÃTr(k)Pr(k+1) (k + 1) Ãr(k)x̃ (k)

+ 2ūT (k) B̃Tr(k)Pr(k+1) (k + 1) Ãr(k)x̃ (k)

+2x̃T (k)ATr(k)Pr(k+1) (k + 1) D̃r(k)ξ (k)

+ūT (k) B̃Tr(k) (k)Pr(k+1) (k + 1) B̃r(k) (k) ū (k)

+2ūT (k) B̃Tr(k) (k)Pr(k+1) (k + 1) D̃r(k) (k) ξ (k) + ξT (k) D̃T
r(k)

·Pr(k+1) (k + 1) D̃r(k) (k) ξ (k) |Ik
]

+ E [α (k + 1) |Ik]

= x̃T (k) ÃTr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k)

+ ūT (k) B̃Tr(k) (k)Pr(k+1) (k + 1) B̃r(k) (k) ū (k)
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+2ūT (k) B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k) + α (k + 1)

+2tr
{
D̃r(k)E

[
ξ (k)xT (k) |Ik

]
ATr(k)P̄r(k) (k + 1)

}
+2tr

{
D̃r(k)E

[
ξ (k) ūT (k) |Ik

]
B̃Tr(k) (k) P̄r(k) (k + 1)

}
+ tr

{
D̃r(k)E

[
ξ (k) ξT (k) |Ik

]
D̃T
r(k) (k) P̄r(k) (k + 1)

}
. (22)

Noting that ξ (k) is uncorrelated random variables with x(k) and ū (k), and satisfies the
statistical characteristics ξ (k) ∼ N (0,W ), one has

E
[
ξ (k)xT (k) |Ik

]
= 0, (23)

E
[
ξ (k) ūT (k) |Ik

]
= 0, (24)

E
[
ξ (k) ξT (k) |Ik

]
= W. (25)

Considering (23), (24) and (25), we can obtain

tr
{
D̃r(k)E

[
ξ (k)xT (k) |Ik

]
ATr(k)P̄r(k) (k + 1)

}
= 0, (26)

tr
{
D̃r(k)E

[
ξ (k) ūT (k) |Ik

]
B̃Tr(k)P̄r(k) (k + 1)

}
= 0, (27)

tr
{
D̃r(k)E

[
ξ (k) ξT (k) |Ik

]
D̃T
r(k) (k) P̄r(k) (k + 1)

}
= tr

{
D̃r(k)WD̃T

r(k) (k) P̄r(k) (k + 1)
}

=
∑Nr

i=1
γi (k) tr

{
D̃r(k)WD̃T

r(k) (k) P̄i (k + 1)
}
. (28)

Substituting (26), (27), and (28) into (22) yields

E [S (x̃ (k + 1) , r (k + 1) , k + 1) |Ik]

= x̃T (k) ÃTr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k)

+ ūT (k) B̃Tr(k) (k)Pr(k+1) (k + 1) B̃r(k) (k) ū (k)

+ 2ūT (k) B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k)

+
∑Nr

i=1
γi (k) tr

{
D̃r(k)WD̃T

r(k) (k) P̄i (k + 1)
}

+ α (k + 1). (29)

Substituting (29) into the Bellman functional (16) leads to

S (x̃ (k) , r (k) , k)

= min
ū(k)

{
x̃T (k)

(
Q (k) + ÃTr(k)P̄r(k) (k + 1) Ãr(k)

)
x̃ (k)

+ ūT (k)
(
R (k) + B̃Tr(k) (k)Pr(k+1) (k + 1) B̃r(k) (k)

)
ū (k)
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+ 2ūT (k) B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k)

+
∑Nr

i=1
γi (k) tr

{
D̃r(k)WD̃T

r(k) (k) P̄i (k + 1)
}

+ α (k + 1)

}
. (30)

With symmetric matrix P̄r(k) (k + 1), it can be easily computed that

∂S (x̃ (k) , r (k) , k) /∂ū (k)

= 2
(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)
ū (k)

+ 2B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k).

Since ū (k) is unconstrained, its optimal value must satisfy

∂S (x̃ (k) , r (k) , k) /∂ū (k) = 0,

then

ū (k) = −
(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)−1

B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k) . (31)

Because of R (k) > 0, it is clear that

R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k) > 0.

Then, (13) follows directly from (31). Substituting (31) into (30), one has

S (x̃ (k) , r (k) , k)

=E
[
x̃T (k)

(
Q (k) + ÃTr(k)P̄r(k) (k + 1) Ãr(k) − ÃTr(k)P̄r(k) (k + 1)

· B̃r(k)

(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)−1

B̃Tr(k)P̄r(k) (k + 1) Ãr(k)x̃ (k) |Ik
]

+
∑Nr

i=1
γi (k) tr

{
D̃r(k)WD̃T

r(k) (k) P̄i (k + 1)
}

+ α (k + 1). (32)

Comparing (32) with (17), one has

Pr(k) (k)

= Q (k) + ÃTr(k)P̄r(k) (k + 1) Ãr(k) − ÃTr(k)P̄r(k) (k + 1) B̃r(k)

·
(
R (k) + B̃Tr(k)P̄r(k) (k + 1) B̃r(k)

)−1

B̃Tr(k)P̄r(k) (k + 1) Ãr(k),

α (k) =
∑Nr
i=1 γi (k) tr

{
D̃r(k)WD̃T

r(k) (k) P̄i (k + 1)
}

+ α (k + 1)

=
∑T−1
t=k

∑Nr
i=1 γi (t) tr

(
D̃r(k)WD̃T

r(k)P̄i (t+ 1)
)
,

with final value conditions

Pr(T ) (T ) = Q (T ) , α (T ) = 0,
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where r (k) ∈ Nr. Based on J∗ (x̃0, r0) = S (x̃ (0) , r (0) , 0), we can obtain the optimal
cost

J∗ (x̃0, r0)

= E
[
x̃T (0)Pr(0) (0) x̃ (0) |I0

]
+ α (0)

=
∑Nr
i=1

[
tr
(
γi (0) x̃0Pi (0) x̃T0

)
+
∑T−1
k=0 γi (k) tr

(
D̃r(k)WD̃T

r(k)P̄i (k + 1)
)]

.

The proof is completed. �

It is necessary to redefine the quadratic cost function for designing optimal controller
in the infinite horizon. We define the long run average cost function as

Jav (x̃0, r0, ū) = lim
T→∞

1

T

{
E

[∑T−1

k=0
x̃T (k)Qx̃ (k) + ūT (k)Rū (k)

]}
, (33)

and the optimal cost is denoted by

J∗av (x̃0, r0) = inf
ū(k)

Jav (x̃0, r0, ū) , (34)

where Q ≥ 0, R > 0 are given symmetric matrices.
In what follows, we will focus our attention on achieving a static state feedback

{Ki}Nri=1 to drive the system (10) asymptotically stable and minimize the cost function
(33), which is summarized in the following theorem. Before proceeding further, several
definitions are given for the CARE as follow [32, 33].

Definition 1. Let all parameters needed in the definition are given by the system (10).
The CARE is given by the following collection of matrix equations

Pi = Q+ ÃTi P̄iÃi − ÃTi P̄iB̃i
(
R+ B̃Ti P̄iB̃i

)−1

B̃Ti P̄iÃi, (35)

and its set is defined as follow.

M =

{
Pi|Pi = Q+ ÃTi P̄iÃi − ÃTi P̄iB̃i

(
R+ B̃Ti P̄iB̃i

)−1

B̃Ti P̄iÃi

}
,

where Pi = PTi > 0, P̄i =
∑Nr
j=1 γijPj , i = 1, 2, · · · , Nr.

Definition 2. Let {Pi}Nri=1 be a solution of the CARE (35). If the feedback law

Ki = −
(
R+ B̃Ti P̄iB̃i

)−1

B̃Ti P̄iÃi, i = 1, 2, · · · , Nr, (36)

stabilize the system (10), we say that {Pi}Nri=1 is the stabilizing solution of the CARE (35).

Definition 3. We say that {Pmi }
Nr
i=1 is the maximal solution of the CARE (35), if it

satisfies (35) and Pmi ≥ Pi, for arbitrary {Pi}Nri=1, i = 1, 2, · · · , Nr.
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Theorem 2. Given the system (10), if there exists stabilizing solution for the CARE
(35), the optimal control law that minimizes the cost function (33) is given by

ū (k) = Kr(k)x̃ (k) , (37)

and the optimal cost is

J∗av (x̃0, r0) =
∑Nr

i=1
γitr

(
D̃iWD̃T

i P̄i

)
, (38)

where r(k) ∈ Nr, P̄i and Ki, respectively, are given by (35) and (36).

P r o o f . Let x̃(k) be the sequence generated by the system (10) when we apply the

control input (37). Because {Pi}Nri=1 is a stabilizing solution of the CARE (35),we have
that

lim
k→∞

= E
[
‖x̃ (k)‖2

]
= 0

is satisfied, that is, the control input (37) could render the system (10) asymptotically
stable. The probability distribution γ (k) = [γ1 (k) · · · γNr (k)]T converges to a unique
invariant vector γ = [γ1 · · · γNr ]T as k →∞. Considering (14) in Theorem 1 and com-
bining the quadratic cost function (33) and (34), and the optimal control input ū (k),
k ∈ Z, we have that

J∗av (x̃0, r0) = lim
T→∞

1
T

{
inf
ū(k)

∑T−1
k=0 E

[∑T−1
k=0 x̃

T (k)Qx̃ (k) + ūT (k)Rū (k)
]}

=
∑Nr
i=1

{
lim
T→∞

1
T

[∑T−1
k=0 γi (k) tr

(
D̃r(k)WD̃T

r(k)P̄i

)]}
=
∑Nr
i=1 γitr

(
D̃iWD̃T

i P̄i

)
.

The proof is completed. �

Although the design method of optimal controller in infinite horizon is presented
by Theorem 2, it involves solving the CARE (35) to achieve the optimal feedback gains

{Ki}Nri=1. The following lemmas will help us in deriving the stabilizing solution of CARE
(35) [33].

Lemma 1. Suppose that system (10) is stabilizable. Then there exists maximal solu-

tion {Pmi }
Nr
i=1 satisfying (35) such that Pmi ≥ Pi for all {Pi}Nri=1 ∈M , if and only if there

exists a solution
{
P̂i

}Nr
i=1

for the following convex programming problem. Moreover, the

solution P̂i = Pmi , i = 1, 2, · · · , Nr.

max tr
(∑N

i=1 Pi

)
,

s. t. (i)

[
−Pi + ÃTi P̄iÃi +Q ÃTi P̄iB̃i

B̃Ti P̄iÃi R+ B̃Ti P̄iB̃i

]
≥ 0,

(ii) R+ B̃Ti P̄iB̃i > 0.

(39)
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Lemma 2. Suppose that there exists a stabilizing solution for the CARE (35), then
the maximal solution Pmi ≥ Pi, i = 1, 2, · · · , Nr, of the CARE (35), also is its stabilizing
solution.

Lemma 1 and Lemma 2 provide a sufficient condition for the existence of stabilizing
solutions for the CARE (35). By means of these lemmas, we can summarize the seeking
steps of stabilizing solutions as follow.

Step1. Solve (39), and the maximal solution of the CARE (35) can be obtained.

Step2. Verify whether the maximal solution stabilizes the system (10). If it does,
then the attained maximal solution is also the stabilizing solution of the CARE (35).

On the basis of preliminary results, we are now in a position to discuss the expo-
nentially mean-square stability of the system (10). To state the subsequent results, we
introduce the following definition [34].

Definition 4. A system in the form of (10) is said to be exponentially mean-square
stable if for any initial condition (x0, θ0) with ξ (k) = 0, there exists constants α > 0
and 0 < β < 1 such that,

E
[
‖x̃ (k)‖2|x̃0, r0

]
≤ αβk‖x̃0‖2, ∀k ≥ 0.

Theorem 3. The optimal control law (37) renders the system (10) to be exponentially
mean-square stable, if the disturbance input ξ (k) satisfies ξ (k) = 0.

P r o o f . It follows from (35) that Pr(k) > 0, r(k) ∈ Nr. Let us consider the candidate
Lyapunov function

V (k) = x̃T (k)Pr(k) (k) x̃ (k) ,

which is positive definite when x̃ (k) 6= 0. We evaluate the first forward difference
of V (k) along the trajectories of the system (10) using the optimal control sequence
ū (k) = Kr(k) (k) x̃ (k), then we have

E [V (k + 1) |Ik]− V (k)

= E
[
x̃T (k + 1)Pr(k+1) (k + 1) x̃ (k + 1) |Ik

]
− x̃T (k)Pr(k)x̃ (k)

= E

[(
Ãr(k) (k) x̃ (k) + B̃r(k)ū (k)

)T
Pr(k+1) (k + 1)

(
Ãr(k) (k) x̃ (k) + B̃r(k)ū (k)

)
|Ik
]

−x̃T (k)Pr(k) (k) x̃ (k)

= x̃T (k)

[(
Ãr(k) (k) x̃ (k) + B̃r(k)Kr(k) (k)

)T
P̄r(k) (k + 1)

·
(
Ãr(k) (k) x̃ (k) + B̃r(k)Kr(k) (k)

)
− Pr(k)(k)

]
x̃ (k)

= −x̃T (k)
(
KT
r(k)RKr(k) +Q

)
x̃ (k). (40)
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Let

Lr(k) = KT
r(k)RKr(k) +Q,

and hence

E [V (k + 1) |Ik] = V (k)− x̃T (k)Lr(k)x̃ (k)

≤
(
1− λmin

(
Lr(k)

)
λ−1

max

(
Pr(k)

))
V (k)

<
(
1− µσ−1

)
V (k) = βV (k) , (41)

where 0 < µ < λmin

(
Fr(k)

)
, σ > λmax

(
Pr(k)

)
. It is obvious that µ < σ, 0 < β < 1.

Similar to (41), one has

E [V (k) |Ik−1] < βV (k − 1) . (42)

Based on (21), it can be obtained that

E [V (k) |Ik−2] = E [E [V (k) |Ik−2] |Ik−2]

< βE [V (k − 1) |Ik−2] < β2V (k − 2) . (43)

By applying (43) recursively, we finally obtain

E [V (k) |I0 ] < βkV (0).
Therefore,

E
[
x̃T (k)Pr(k)x̃ (k) |x̃0, r0

]
< βkx̃T0 Pr0 x̃0,

which yields

E
[
x̃T (k) x̃ (k) |x̃0, r0

]
< βkλ−1

min

(
Pr(k)

)
x̃T0 Pr0 x̃0

≤ λmax (Pr0)λ−1
min

(
Pr(k)

)
βkx̃T0 x̃0

= αβkx̃T0 x̃0,

where α = λmax (Pr0)λ−1
min

(
Pr(k)

)
. Therefore, the system (10) is exponentially mean-

square stable according to Definition 1.
The proof is completed. �

4. NUMERICAL EXAMPLE

In what follows, we will show the effectiveness of the presented method by a numerical
example. For this purpose, we consider a discrete-time plant in the form of (1) with the
following parameters:
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A =

[
0.1600 −1.2005
−1.1042 −0.8890

]
, B =

[
−1.5350 1.8918
−1.2902 −1.6869

]
, D =

[
0.1000 0.0000
0.0000 0.1000

]
,

E =

[
0.1000 0.0000
0.0000 0.1000

]
, F =

[
0.1000 0.0000
0.0000 0.1000

]
.

The eigenvalues of A are 0.9007 and −1.6297, thus the above system is unstable.
Our objective is to derive an optimal state feedback controller to render the system (10)
exponentially mean-square stability and minimize the quadratic cost function (33). In
the underlying networked systems, we consider the worst-case scenario, i. e., only one
actuator and one sensor can access to medium at any time. Then, the actuators and
sensors access sequences set are

{M1
δ ,M

2
δ } =

{[
1 0
0 0

]
,

[
0 0
0 1

]}
, {M1

σ ,M
2
σ} =

{[
0 0
0 1

]
,

[
1 0
0 0

]}
.

In the simulation, we assume the following transition matrices for the Markov chains
in (3) and (5), respectively,

λ =

[
0.7775 0.2225
0.2253 0.7747

]
, π =

[
0.6975 0.3025
0.3150 0.6850

]
.

The stochastic communication sequences generated for the actuators and sensors are
shown in Fig. 2 and Fig. 3, where ′1′ and ′2′ in the y-axis denote the working modes.

We take the initial state x0 as x (0) =
[

7 −6
]T

, and the disturbance input terms
in (1) and (2), respectively, are ω (·) ∼ N (0, 0.02I4×4) and υ (·) ∼ N (0, 0.02I2×2). We
formulate the optimal control problem with the state weighting matrix Q = I4, and the
control weighting matrix R = I4. The maximum solution Pmi of the CARE (35) can
be obtained by solving (39) in terms of linear matrix inequalities. Applying Theorem
2, the corresponding optimal control gains, which minimize the quadratic cost function
(33), can be obtained as follow.

K1 =

[
−0.5893 −1.0326 −0.0063 0 0 0.1042

0 0 0 0 0 0

]
,

K2 =

[
−0.4992 −0.9350 0 0.0014 0 0.4542

0 0 0 0 0 0

]
,

K3 =

[
0 0 0 0 0 0

−0.6806 −0.9800 −0.0005 0 −0.7571 0

]
,

K4 =

[
0 0 0 0 0 0

−0.3314 −0.4209 0 0.0039 −0.2527 0

]
.

It can be verified that the maximum solution Pmi obtained by Lemma 1 could sta-
bilize the system (10). Therefore, the maximum solution is also the stabilizing solution
of the CARE (35). The corresponding state response of the closed-loop NCS is depicted
in Fig. 4. The simulation result has confirmed that the designed optimal controller
performs very well.



Modelling and optimal control of networked systems with stochastic communication protocols 255

Control scheme State index Control index The quadratic performance index

Our results 0.3294e+003 0.0136e+003 0.3430e+003
The method of [35] 0.9416e+003 0.1859e+003 1.1275e+003

Tab. 1. Comparison of quadratic performance index.

For comparison, the method from [35] are also simulated under the same conditions.
The state trajectories are depicted in Fig. 5, and Tab. 1 lists the summary of perfor-
mance index for the presented scheme in our paper as well as that of [35]. It can be found
from Table 1 that the scheme in this paper not only guarantee the networked system to
be exponentially mean-square stable, but also have better control performance than the
method of [35].
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Fig. 2. Stochastic communication sequence of actuators.

5. CONCLUSIONS

In this paper, the finite and infinite horizon optimal control problems have been investi-
gated for a class of networked systems with stochastic communication protocols. Owing
to limited networked bandwidth, only a group of the measured and control signals are
allowed to gain access to network medium according to stochastic access protocols in
each sampling period. When sensors and actuators are not assigned to communicate
with the controller, the state and control data of previous sampling period are supplied
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Fig. 3. Stochastic communication sequence of sensors.
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Fig. 5. State trajectories of [35].

by the zero-order holders. A discrete-time Markov chain with known transition proba-
bility matrix has been introduced to model the scheduling behaviors of the stochastic
access protocol, and the NCSs are modeled as a Markov jump system based on lifting
technique. The finite and infinite horizon optimal controllers are designed such that the
exponentially mean-square stable performance of networked systems is guaranteed. Fur-
thermore, the procedure for calculating optimal control gains has been given by solving
the solutions of a family of CARE subject to the stochastic communication protocol. Fi-
nally, an illustrative example has been provided to demonstrate to verify the correctness
and effectiveness of the proposed scheme.

This paper has investigated the case where the state is measured directly by the
sensors. If the output of networked systems is available instead of state, we can still
apply the present method by obtaining a state estimation first, and then accomplishing
an optimal controller based on the estimated state. Another interesting issue worthy of
investigation is the scenario where the medium-access status of the nodes is governed
by random access protocols with simultaneous consideration of network induced delays,
packet dropouts, and measurement quantization, etc.
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