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#### Abstract

In this work, using bilinear estimates in Bourgain type spaces, we prove the local existence of a solution to a higher order nonlinear dispersive equation on the line for analytic initial data $u_{0}$. The analytic initial data can be extended as holomorphic functions in a strip around the $x$-axis. By Gevrey approximate conservation law, we prove the existence of the global solutions, which improve earlier results of Z. Zhang, Z. Liu, M. Sun, S. Li, (2019).
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## 1. Introduction

In this paper we consider a higher order nonlinear dispersive equation:

$$
\left\{\begin{array}{l}
\partial_{t} u+\lambda_{1} \partial_{x}^{7} u+\lambda_{2} \partial_{x}^{5} u+\lambda_{3} \partial_{x}^{3} u+\lambda_{4} \partial_{x} u+u \partial_{x} u=0, \quad(x, t) \in \mathbb{R}^{2}  \tag{1.1}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

where $\lambda_{1} \neq 0, \lambda_{2}, \lambda_{3}, \lambda_{4}$ are real numbers. For more details to the higher order nonlinear dispersive equation which arises in the study of water waves with surface tension and arises as mathematical models for the weakly nonlinear propagation of long waves, see [15] and [8].

Well-posedness of the Cauchy problem for the higher order nonlinear dispersive equation in (1.1) has been studied by Zhang et al. (see [15]) in Sobolev spaces. By using the Fourier restriction norm, the authors showed that (1.1) is locally well-posed
in $H^{s}(\mathbb{R})$ for $s \geqslant-\frac{5}{8}$ and global well-posedness for $s=0$. In [4] it has been shown that the Cauchy problem for fifth-order Kadomtsev-Petviashvili I equation is locally well-posed in $G^{\delta, s_{1}, s_{2}}$ for $s_{1}, s_{2} \geqslant 0$, see also [3], [2].

The main novelty in this paper is the study of the question of global well-posedness for initial data $u_{0}(x)$ that is analytic on the line and can be extended as holomorphic functions in a strip around the $x$-axis. A class of analytic functions suitable for our analysis is the analytic Gevrey class $G^{\delta, s}(\mathbb{R})$ introduced in [6], which is defined as

$$
\begin{equation*}
G^{\delta, s}(\mathbb{R})=\left\{u_{0} \in L^{2}(\mathbb{R}):\left\|u_{0}\right\|_{G^{\delta, s}}(\mathbb{R})<\infty\right\} \tag{1.2}
\end{equation*}
$$

where

$$
\left\|u_{0}\right\|_{G^{\delta, s}(\mathbb{R})}^{2}=\int_{\mathbb{R}} \mathrm{e}^{2 \delta|\xi|}\langle\xi\rangle^{2 s}\left|\widehat{u_{0}}(\xi)\right|^{2} \mathrm{~d} \xi
$$

for $s \in \mathbb{R}, \delta \geqslant 0$ and $\langle\cdot\rangle:=(1+|\cdot|)$. If $\delta=0$, the space $G^{\delta, s}$ coincides with the standard Sobolev space $H^{s}$.

We note the following embedding property of the Gevrey spaces: for all $0<\delta^{\prime}<\delta$ and $s, s^{\prime} \in \mathbb{R}$ we have

$$
\begin{equation*}
G^{\delta, s}(\mathbb{R}) \subset G^{\delta^{\prime}, s^{\prime}}(\mathbb{R}), \quad \text { i.e. }\left\|u_{0}\right\|_{G^{\delta^{\prime}, s^{\prime}}(\mathbb{R})} \leqslant c_{s, s^{\prime}, \delta, \delta^{\prime}}\left\|u_{0}\right\|_{G^{\delta, s}(\mathbb{R})} \tag{1.3}
\end{equation*}
$$

The interest in these spaces is due to the following fact, for which a discussion can be found in [9].

Proposition 1.1 (Paley-Wiener theorem). Let $\delta>0, s \in \mathbb{R}$. Then $f \in G^{\delta, s}$ if and only if it is the restriction to the real line of a function $F$ which is holomorphic in the strip

$$
\{x+\mathrm{i} y: x, y \in \mathbb{R},|y|<\delta\}
$$

and satisfies

$$
\sup _{|y|<\delta}\|F(x+\mathrm{i} y)\|_{H_{x}^{s}}<\infty .
$$

In the view of the Paley-Wiener theorem, it is natural to take initial data in $G^{\delta, s}$ and obtain a better understanding of the behavior of solution as we try to extend it to be global in time. It means that given $u_{0} \in G^{\delta, s}$ for some initial radius $\delta>0$ we want to estimate the behavior of the radius of analyticity $\delta(T)$ as time $T$ goes to $\infty$. This is our second novelty and main goal in this paper.

Theorem 1.2. Assume that $\lambda_{1} \lambda_{2}<0$ and $\lambda_{3}>0$, let $\delta>0$ and $s>-\frac{5}{8}$. Then for any $u_{0} \in G^{\delta, s}$ there exists $T=T\left(\left\|u_{0}\right\|_{G^{\delta, s}}\right)>0$ and a unique solution $u$ of (1.1) on the time interval $(0, T)$ such that

$$
u \in C\left([0, T], G^{\delta, s}\right)
$$

Moreover, the solution depends continuously on the data $u_{0}$. Here we have

$$
\begin{equation*}
T=\frac{c_{0}}{\left(1+\left\|u_{0}\right\|_{G^{\delta, s}}\right)^{\beta}} \tag{1.4}
\end{equation*}
$$

for some constants $c_{0}>0$ and $\beta>1$ depending only on $s$. Furthermore, the solution $u$ satisfies the bound

$$
\begin{equation*}
\|u\|_{X_{\delta, s, b}^{T}} \leqslant 2 C\left\|u_{0}\right\|_{G^{\delta, s}}, \quad \frac{1}{2}<b<1 \tag{1.5}
\end{equation*}
$$

with a constant $C>0$ depending only on $s$ and $b$.
Thus, this result shows that for local-in-time the radius of analyticity remains constant. Our next main result for the higher order nonlinear dispersive equation yields an estimate on how the width of the strip of the radius of the spatial analyticity decay with time.

Theorem 1.3. Let $s>-\frac{5}{8}$ and $\delta_{0}>0$, and assume $u_{0} \in G^{\delta_{0}, s}$. Then the solution given by Theorem 1.2 extends globally in time and for any $T^{\prime}>0$ we have

$$
u \in C\left(\left[0, T^{\prime}\right], G^{\delta\left(T^{\prime}\right), s}\right) \quad \text { with } \delta\left(T^{\prime}\right)=\min \left\{\delta_{0}, C_{1} T^{\prime-\left(8 / 5+\sigma_{0}\right)}\right\}
$$

where $\sigma_{0}>0$ can be taken arbitrarily small and $C_{1}>0$ is a constant depending on $u_{0}, \delta_{0}, s$ and $\sigma_{0}$.

The method used here for proving lower bounds on the radius of analyticity was introduced in [12] in the context of the 1D Dirac-Klein-Gordon equations. It was applied to the modified Kawahara equation (see [10]) and the non-periodic KdV equation in [11] improving an earlier result of Bona et al. (see [1]), to the dispersiongeneralized periodic $K d V$ equation in $[7]$ and to the quartic generalized $K d V$ equation on the line in [13].

The rest of the paper is organized as follows. In Section 2, we define the function spaces, linear estimates and bilinear estimates. In Section 3 we prove Theorem 1.2 using the bilinear estimate and the linear estimate together with contraction mapping principle. Section 4 proves the existence of a fundamental approximate conservation law. In the final section, Theorem 1.3 will be proven, using the approximate conservation law.

## 2. Preliminary estimates and function spaces

Function spaces. Now we introduce the Bourgain space $X_{s, b}\left(\mathbb{R}^{2}\right)=X_{s, b}$ associated to the higher order nonlinear dispersive equation with respect to the norm

$$
\begin{equation*}
\|u\|_{X_{s, b}}=\left(\int_{\mathbb{R}^{2}}\langle\tau-\varphi(\xi)\rangle^{2 b}\langle\xi\rangle^{2 s}|\widehat{u}(\xi, \tau)|^{2} \mathrm{~d} \xi \mathrm{~d} \tau\right)^{1 / 2} \tag{2.1}
\end{equation*}
$$

where $\varphi(\xi)=\lambda_{1} \xi^{7}-\lambda_{2} \xi^{5}+\lambda_{3} \xi^{3}-\lambda_{4} \xi$.
In addition, we also need the Grevey-Bourgain space, denoted $X_{\delta, s, b}\left(\mathbb{R}^{2}\right)=X_{\delta, s, b}$, defined by

$$
\begin{equation*}
\|u\|_{X_{\delta, s, b}}=\|A u\|_{X_{s, b}}=\left(\int_{\mathbb{R}^{2}} \mathrm{e}^{2 \delta|\xi|}\langle\tau-\varphi(\xi)\rangle^{2 b}\langle\xi\rangle^{2 s}|\widehat{u}(\xi, \tau)|^{2} \mathrm{~d} \xi \mathrm{~d} \tau\right)^{1 / 2} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{A u}^{x}(\xi, t)=\mathrm{e}^{\delta|\xi|} \widehat{u}^{x}(\xi, t) . \tag{2.3}
\end{equation*}
$$

For $\delta=0$, the space $X_{0, s, b}$ coincides with the Bourgain spaces $X_{s, b}$.
Finally, we will need the restrictions of $X_{s, b}$ and $X_{\delta, s, b}$ to a time slab $\mathbb{R} \times(0, T)$, $T>0$. These spaces are denoted by $X_{s, b}^{T}$ and $X_{\delta, s, b}^{T}$, respectively, and are Banach spaces when equipped with the norms

$$
\begin{aligned}
\|u\|_{X_{s, b}^{T}} & =\inf \left\{\|v\|_{X_{s, b}}: v=u \text { on } \mathbb{R} \times(0, T)\right\} \\
\|u\|_{X_{\delta, s, b}^{T}}^{T} & =\inf \left\{\|v\|_{X_{\delta, s, b}}: v=u \text { on } \mathbb{R} \times(0, T)\right\} .
\end{aligned}
$$

Linear and bilinear estimates. To prove our main results we have a need of some multilinear estimate in the analytic Gevrey-Bourgain spaces. Note that the spaces $X_{\delta, s, b}$ are continuously embedded in $C\left(\mathbb{R}, G^{\delta, s}(\mathbb{R})\right)$ provided that $b>\frac{1}{2}$. We start with the following useful lemma.

Lemma 2.1. Let $b>\frac{1}{2}, s \in \mathbb{R}$ and $\delta \geqslant 0$. Then $X_{\delta, s, b} \subset C\left(\mathbb{R}, G^{\delta, s}(\mathbb{R})\right)$ and

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\|u(t)\|_{G^{\delta, s}} \leqslant C\|u(t)\|_{X_{\delta, s, b}}, \tag{2.4}
\end{equation*}
$$

where $C$ depends only on $b$.

Proof. First, we observe that the operator $A$ satisfies

$$
\begin{equation*}
\|u\|_{X_{\delta, s, b}}=\|A u\|_{X_{s, b}} \quad \text { and } \quad\|u\|_{G^{\delta, s}}=\|A u\|_{H^{s}} \tag{2.5}
\end{equation*}
$$

where $X_{s, b}$ is introduced in [15]. We observe that $A u$ belongs to $C\left(\mathbb{R}, H^{s}\right)$ and for some $C>0$ we have

$$
\begin{equation*}
\|A u\|_{C\left(\mathbb{R}, H^{s}\right)} \leqslant C\|A u\|_{X_{s, b}} . \tag{2.6}
\end{equation*}
$$

Thus, it follows that $u \in C\left([0, T], G^{\delta, s}\right)$ and

$$
\begin{equation*}
\|u\|_{C\left(\mathbb{R}, G^{\delta, s}\right)} \leqslant C\|u\|_{X_{\delta, s, b}} . \tag{2.7}
\end{equation*}
$$

Lemma 2.2. Let $s \in \mathbb{R}, \delta \geqslant 0$ and $-\frac{1}{2}<b \leqslant b^{\prime}<\frac{1}{2}$. Then for any $T>0$ we have

$$
\begin{equation*}
\|u\|_{X_{\delta, s, b}^{T}} \leqslant C T^{b^{\prime}-b}\|u\|_{X_{\delta, s, b^{\prime}}^{T}}, \tag{2.8}
\end{equation*}
$$

where $C$ depends only on $b$ and $b^{\prime}$.
Lemma 2.3. Let $s \in \mathbb{R}, \delta \geqslant 0,-\frac{1}{2}<b<\frac{1}{2}$ and $T>0$. Then for any time interval $I \subset[0, T]$ we have

$$
\begin{equation*}
\left\|\chi_{I}(t) u\right\|_{X_{\delta, s, b}} \leqslant C\|u\|_{X_{\delta, s, b}^{T}}, \tag{2.9}
\end{equation*}
$$

where $\chi_{I}(t)$ is the characteristic function of $I$ and $C$ depends only on $b$.
Proof. The proofs of Lemma 2.2 and Lemma 2.3 for $\delta=0$ can be found in Section 2.6 of [14] and in Lemma 3.1 of [5], respectively. These inequalities clearly remain valid for $\delta>0$, as one merely has to replace $u$ by $A u$.

Next, consider the linear Cauchy problem for given $F=\partial_{x} u^{2}$ and $u_{0}$,

$$
\left\{\begin{array}{l}
\partial_{t} u+\lambda_{1} \partial_{x}^{7} u+\lambda_{2} \partial_{x}^{5} u+\lambda_{3} \partial_{x}^{3} u+\lambda_{4} \partial_{x} u=F,  \tag{2.10}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

By Duhamel's principle the solution can be then written as

$$
\begin{equation*}
u(t)=S(t) u_{0}-\frac{1}{2} \int_{0}^{t} S\left(t-t^{\prime}\right)\left(F\left(t^{\prime}\right)\right) \mathrm{d} t^{\prime} \tag{2.11}
\end{equation*}
$$

where

$$
S(t) u_{0}=\int_{\mathbb{R}} \mathrm{e}^{\mathrm{i}(x \xi+t \varphi(\xi))} \widehat{u_{0}}(\xi) \mathrm{d} \xi .
$$

Lemma 2.4. Let $s \in \mathbb{R}, \frac{1}{2}<b \leqslant 1, \delta \geqslant 0$ and $0<T \leqslant 1$. There is a constant $C>0$ depending only on $b$ such that

$$
\begin{gather*}
\left\|S(t) u_{0}\right\|_{X_{\delta, s, b}^{T}} \leqslant C\left\|u_{0}\right\|_{G^{\delta, s}}  \tag{2.12}\\
\left\|\int_{0}^{t} S\left(t-t^{\prime}\right) F\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right\|_{X_{\delta, s, b}^{T}} \leqslant C\|F\|_{X_{\delta, s, b-1}^{T}} \tag{2.13}
\end{gather*}
$$

Proof. The proofs of (2.12) and (2.13) for $\delta=0$ can be found in Lemmas 5.1, 5.2 of [15], respectively. These inequalities clearly remain valid for $\delta>0$, as one merely has to replace $u_{0}$ by $A u_{0}, F$ by $A F$.

The author in [15] assumed $\lambda_{1}, \lambda_{2}<0, \lambda_{3}>0$ to prove the bilinear estimate in Sobolev spaces $H^{s}$. In this paper we used the bilinear estimate in Sobolev spaces $H^{s}$ and the operator $A$ in order to prove bilinear estimate in analytic Gevrey spaces $G^{\delta, s}$.

Lemma 2.5. Assume that $\lambda_{1} \lambda_{2}<0$ and $\lambda_{3}>0$. Let $b^{\prime}$ be close enough to $\frac{1}{2}$ satisfying $b^{\prime}>\frac{1}{2}$. For $b>\frac{1}{2}, \delta \geqslant 0$ and $s>-\frac{5}{8}$ we have

$$
\begin{equation*}
\left\|\partial_{x}\left(u_{1} u_{2}\right)\right\|_{X_{\delta, s, b^{\prime}-1}} \leqslant C\left\|u_{1}\right\|_{X_{\delta, s, b}}\left\|u_{2}\right\|_{X_{\delta, s, b}} \tag{2.14}
\end{equation*}
$$

Proof. We observe, by considering the operator $A$ in (2.3), that

$$
\begin{aligned}
\mathrm{e}^{\delta|\xi|} \widehat{u_{1} u_{2}} & =(2 \pi)^{-2} \mathrm{e}^{\delta|\xi|} \widehat{u_{1}} * \widehat{u_{2}} \\
& \leqslant(2 \pi)^{-2} \int_{\mathbb{R}^{2}} \mathrm{e}^{\delta\left|\xi-\eta_{1}\right| \widehat{u_{1}}\left(\xi-\eta_{1}, \tau-\varrho_{1}\right) \mathrm{e}^{\delta\left|\eta_{1}\right|} \widehat{u_{2}}\left(\eta_{1}, \varrho_{1}\right) \mathrm{d} \eta_{1} \mathrm{~d} \varrho_{1}} \\
& =\left(\widehat{A u_{1} A u_{2}}\right),
\end{aligned}
$$

since $\delta|\xi| \leqslant \delta\left|\xi-\eta_{1}\right|+\delta\left|\eta_{2}\right|$. Thus, we have

$$
\left\|\partial_{x}\left(u_{1} u_{2}\right)\right\|_{X_{\delta, s, b^{\prime}-1}} \leqslant\left\|\partial_{x}\left(A u_{1} A u_{2}\right)\right\|_{X_{s, b^{\prime}-1}}
$$

Thanks to Lemma 4.1 in [15], we have

$$
\left\|\partial_{x}\left(A u_{1} A u_{2}\right)\right\|_{X_{s, b^{\prime}-1}} \leqslant C\left\|A u_{1}\right\|_{X_{s, b}}\left\|A u_{2}\right\|_{X_{s, b}}=C\left\|u_{1}\right\|_{X_{\delta, s, b}}\left\|u_{2}\right\|_{X_{\delta, s, b}}
$$

## 3. Proof of Theorem 1.2

Existence of solution. Fix $\delta>0, s>\frac{5}{8}$, and $u_{0} \in G^{\delta, s}$. To construct the local solution u to (1.1), we proceed by an iteration argument in the space $X_{\delta, s, b}^{T}$. Let $\left\{u^{(n)}\right\}_{n=0}^{\infty}$ be the sequence defined by

$$
\left\{\begin{array}{l}
\partial_{t} u^{(0)}+\lambda_{1} \partial_{x}^{7} u^{(0)}+\lambda_{2} \partial_{x}^{5} u^{(0)}+\lambda_{3} \partial_{x}^{3} u^{(0)}+\lambda_{4} \partial_{x} u^{(0)}=0 \\
u^{(0)}(0)=u_{0}
\end{array}\right.
$$

and for $n \in\{1,2, \ldots\}$ by

$$
\left\{\begin{array}{l}
\partial_{t} u^{(n)}+\lambda_{1} \partial_{x}^{7} u^{(n)}+\lambda_{2} \partial_{x}^{5} u^{(n)}+\lambda_{3} \partial_{x}^{3} u^{(n)}+\lambda_{4} \partial_{x} u^{(n)}=-\frac{1}{2} \partial_{x}\left(u^{(n-1)} u^{(n-1)}\right), \\
u^{(n)}(0)=u_{0}
\end{array}\right.
$$

Based on the comments preceding Lemma 2.4, we may write

$$
\begin{gathered}
u^{(0)}(x, t)=S(t) u_{0}(x) \\
u^{(n)}(x, t)=S(t) u_{0}(x)-\frac{1}{2} \int_{0}^{t} S\left(t-t^{\prime}\right) \partial_{x}\left(u^{(n-1)}\left(x, t^{\prime}\right) u^{(n-1)}\left(x, t^{\prime}\right)\right) \mathrm{d} t^{\prime}
\end{gathered}
$$

It then follows from Lemmas 2.2, 2.5 and 2.4 that

$$
\begin{align*}
\left\|u^{(0)}\right\|_{X_{\delta, s, b}^{T}} & \leqslant C\left\|u_{0}\right\|_{G^{\delta, s}},  \tag{3.1}\\
\left\|u^{(n)}\right\|_{X_{\delta, s, b}^{T}} & \leqslant C\left\|u_{0}\right\|_{G^{\delta, s}}+C T^{b^{\prime}-b}\left\|\partial_{x}\left(u^{(n-1)} u^{(n-1)}\right)\right\|_{X_{\delta, s, b^{\prime}-1}^{T}} \\
& \leqslant C\left\|u_{0}\right\|_{G^{\delta, s}}+C T^{b^{\prime}-b}\left\|u^{(n-1)}\right\|_{X_{\delta, s, b}^{T}}^{2}
\end{align*}
$$

with $\frac{1}{2}<b<b^{\prime}<1$. By induction, it follows that

$$
\begin{equation*}
\left\|u^{(n)}\right\|_{X_{\delta, s, b}^{T}} \leqslant 2 C\left\|u_{0}\right\|_{G^{\delta, s}} \tag{3.2}
\end{equation*}
$$

for all $n$ if $T \in(0,1]$ is chosen so small that

$$
\begin{equation*}
T \leqslant \frac{1}{\left(8 C^{2}\left\|u_{0}\right\|_{G^{\delta, s}}\right)^{1 /\left(b^{\prime}-b\right)}} . \tag{3.3}
\end{equation*}
$$

Using Lemma 2.5 together with (3.2) and (3.1) in that order, we therefore get

$$
\begin{aligned}
\left\|u^{(n)}-u^{(n-1)}\right\|_{X_{\delta, s, b}^{T}} \leqslant & C T^{b^{\prime}-b}\left\|\partial_{x}\left(u^{(n-1)} u^{(n-1)}-u^{(n-2)} u^{(n-2)}\right)\right\|_{X_{\delta, s, b^{\prime}-1}^{T}} \\
\leqslant & C T^{b^{\prime}-b}\left(\left\|u^{(n-1)}\right\|_{X_{\delta, s, b}^{T}}+\left\|u^{(n-2)}\right\|_{X_{\delta, s, b}^{T}}\right) \\
& \times\left\|u^{(n-1)}-u^{(n-2)}\right\|_{X_{\delta, s, b}^{T}}^{T} \\
\leqslant & \frac{1}{2}\left\|u^{(n-1)}-u^{(n-2)}\right\|_{X_{\delta, s, b}^{T}} .
\end{aligned}
$$

It follows that the sequence converges to a solution u verifying the bound (3.2).
Continuous dependence on the initial data. Now assume that $u$ and $v$ are solutions to the Cauchy problem (1.1) for initial data $u_{0}$ and $v_{0}$, respectively. Then similarly as above, again with the same choice of $T$ and for any $T^{\prime}$ such that $0<T^{\prime}<T$, we have

$$
\|u-v\|_{X_{\delta, s, b}^{T^{\prime}}} \leqslant C\left\|u_{0}-v_{0}\right\|_{G^{\delta, s}}+\frac{1}{2}\|u-v\|_{X_{\delta, s, b}^{T^{\prime}}}
$$

provided thus $\left\|u_{0}-v_{0}\right\|_{G^{\delta, s}}$ is sufficiently small. This proves continuous dependence.
The uniqueness. Uniqueness of the solution in $C\left([0, T], G^{\delta, s}\right)$ can be proved by the following standard argument. Suppose that $u, v \in C\left([0, T], G^{\delta, s}\right)$ are solutions to (1.1) with $u(\cdot, 0)=v(\cdot, 0)$ in $G^{\delta, s}$. Setting $w=u-v$, we see that $w$ solves the Cauchy problem

$$
\partial_{t} w+\lambda_{1} \partial_{x}^{7} w+\lambda_{2} \partial_{x}^{5} w+\lambda_{3} \partial_{x}^{3}+\lambda_{4} \partial_{x} w+\frac{1}{2} \partial_{x} w(u+v)=0, \quad w(0)=0
$$

Multiplying both sides by $w$ and integrating in space yield

$$
w \partial_{t} w+\lambda_{1} w \partial_{x}^{7} w+\lambda_{2} w \partial_{x}^{5} w+\lambda_{3} w \partial_{x}^{3}+\lambda_{4} w \partial_{x} w+\frac{1}{2} w \partial_{x} w(u+v)=0
$$

Thus, we have

$$
\begin{align*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|w(t, \cdot)\|_{L^{2}}^{2} & =\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\mathbb{R}} w^{2}(t, x) \mathrm{d} x=\int_{\mathbb{R}} w(t, x) \partial_{t} w(t, x) \mathrm{d} x  \tag{3.4}\\
& =-\frac{1}{2} \int_{\mathbb{R}} w(t, x) \partial_{x}\left(u^{2}-v^{2}\right) \mathrm{d} x=0
\end{align*}
$$

since we have

$$
\begin{aligned}
\int_{\mathbb{R}} w(t, x) \partial_{x}^{7} w(t, x) \mathrm{d} x & =\int_{\mathbb{R}} w(t, x) \partial_{x}^{5} w(t, x) \mathrm{d} x=\int_{\mathbb{R}} w(t, x) \partial_{x}^{3} w(t, x) \mathrm{d} x \\
& =\int_{\mathbb{R}} w(t, x) \partial_{x} w(t, x) \mathrm{d} x=0
\end{aligned}
$$

We may here assume that $w$ and its all spatial derivatives decay to zero as $|x| \rightarrow \infty$ (see the argument in [11], page 10). Thanks to equation (3.4) we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|w(t, \cdot)\|_{L^{2}}^{2}=-\int_{\mathbb{R}} w(t, x) \partial_{x}\left(u^{2}-v^{2}\right) \mathrm{d} x=-\int_{\mathbb{R}} w(t, x) \partial_{x}(f(t, x) w(t, x)) \mathrm{d} x
$$

where $f=u+v$. Integrating the last integral by parts we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|w(t, \cdot)\|_{L^{2}}^{2}=\int_{\mathbb{R}} \partial_{x} f(t, x) w^{2}(t, x) \mathrm{d} x
$$

from which we deduce the inequality

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|w(t, \cdot)\|_{L^{2}}^{2}\right|=\left\|\partial_{x} f\right\|_{L^{\infty}}\|w(t)\|_{L^{2}}^{2} \tag{3.5}
\end{equation*}
$$

Since $u, v \in C\left([0, T], G^{\delta, s}\right)$, we have that $u$ and $v$ are continuous in $t$ on the compact set $[0, T]$ and are $G^{\delta, s}$ in $x$. Thus, we can conclude that

$$
\begin{equation*}
\left\|\partial_{x} f\right\|_{L^{\infty}} \leqslant c<\infty \tag{3.6}
\end{equation*}
$$

Therefore, from (3.5) and (3.6) we obtain the differential inequality

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|w(t, \cdot)\|_{L^{2}}^{2}\right| \leqslant c\|w(t)\|_{L^{2}}^{2}, \quad 0 \leqslant t \leqslant T
$$

Solving it gives

$$
\begin{equation*}
\|w(t)\|_{L^{2}}^{2} \leqslant \mathrm{e}^{c}\|w(0)\|_{L^{2}}^{2}, \quad 0 \leqslant t \leqslant T . \tag{3.7}
\end{equation*}
$$

Since $\|w(0)\|_{L^{2}}^{2}=0$, from (3.7) we obtain that $w(t)=0,0 \leqslant t \leqslant T$ or $u=v$.

## 4. Approximate conservation law

Our goal in this section is to establish an approximate conservation law for a solution to (1.1) based on the conservation of the $L^{2}(\mathbb{R})$ norm of solutions of the equation. Explicitly, we aim at proving Theorem 4.1.

Theorem 4.1. Let $\kappa \in\left[0, \frac{5}{8}\right)$ and $T$ be as in Theorem 1.2. There exist $b \in\left(\frac{1}{2}, 1\right)$ and $C>0$ such that for any $\delta>0$ and any solution $u \in X_{\delta, 0, b}^{T}$ to the Cauchy problem (1.1) on the time interval $[0, T]$, we have the estimate

$$
\begin{equation*}
\sup _{t \in[0, T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u\|_{X_{\delta, 0, b}^{T}}^{3} \tag{4.1}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u(0)\|_{G^{\delta, 0}}^{3} \tag{4.2}
\end{equation*}
$$

For the proof of Theorem 4.1 we require the following preliminary estimate.
Lemma 4.2. Given $\kappa \in\left[0, \frac{5}{8}\right)$, there exist $b \in\left(\frac{1}{2}, 1\right)$ and $C>0$ such that for all $T>0$ and $u \in X_{\delta, 0, b}$ we have

$$
\begin{equation*}
\|G\|_{X_{0, b-1}} \leqslant C \delta^{\kappa}\|u\|_{X_{\delta, 0, b}}^{2}, \tag{4.3}
\end{equation*}
$$

where $G=\frac{1}{2} \partial_{x}\left((A u)^{2}-A(u)^{2}\right)$ and the operator $A$ is given by (2.3).

Proof. Let $G=\frac{1}{2} \partial_{x}\left((A u)^{2}-A(u)^{2}\right)$.Then

$$
\begin{aligned}
\|G\|_{X_{0, b-1}}= & \frac{1}{2} \| \frac{\xi}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}}\left(\mathrm{e}^{\delta\left|\xi_{1}\right|} \widehat{u}\left(\xi_{1}, \tau_{1}\right) \mathrm{e}^{\delta\left|\xi-\xi_{1}\right|} \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right)\right. \\
& \left.-\mathrm{e}^{\delta|\xi|} \widehat{u}\left(\xi_{1}, \tau_{1}\right) \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right)\right) \mathrm{d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2}} \\
= & \frac{1}{2} \| \frac{\xi}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}}\left(\mathrm{e}^{\delta\left|\xi_{1}\right|} \mathrm{e}^{\delta\left|\xi-\xi_{1}\right|}-\mathrm{e}^{\delta|\xi|} \widehat{u}\left(\xi_{1}, \tau_{1}\right)\right. \\
& \times \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right) \mathrm{d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2}} .
\end{aligned}
$$

Using this and the following estimate (see [11])

$$
\mathrm{e}^{\delta|\alpha|} \mathrm{e}^{\delta|\beta|}-\mathrm{e}^{\delta|\alpha+\beta|} \leqslant(2 \delta \min (|\alpha|,|\beta|))^{\theta} \mathrm{e}^{\delta|\alpha|} \mathrm{e}^{\delta|\beta|}, \quad \theta \in[0,1]
$$

and

$$
\min \left(\left|\xi_{1}\right|,\left|\xi-\xi_{1}\right|\right) \leqslant 2 \frac{\left\langle\xi_{1}\right\rangle\left\langle\xi-\xi_{1}\right\rangle}{\langle\xi\rangle}
$$

For $\kappa \in\left[0, \frac{5}{8}\right) \subset[0,1]$ one can see that

$$
\begin{aligned}
\|G\|_{X_{0, b-1}} \leqslant & \frac{1}{2} \| \frac{\xi}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}}\left(2 \delta \min \left(\left|\xi_{1}\right|,\left|\xi-\xi_{1}\right|\right)\right)^{\kappa} \\
& \times \mathrm{e}^{\delta\left|\xi_{1}\right|} \mathrm{e}^{\delta\left|\xi-\xi_{1}\right| \widehat{u}\left(\xi_{1}, \tau_{1}\right) \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right) \mathrm{d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2}}} \\
\leqslant & \frac{1}{2}(2 \delta)^{\kappa} \| \frac{\xi\langle\xi\rangle^{-\kappa}}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}} \mathrm{e}^{\delta\left|\xi_{1}\right|}\left\langle\xi_{1}\right\rangle^{\kappa} \widehat{u}\left(\xi_{1}, \tau_{1}\right) \\
& \times \mathrm{e}^{\delta\left|\xi-\xi_{1}\right|}\left\langle\xi-\xi_{1}\right\rangle^{\kappa} \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right) \mathrm{d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2}}
\end{aligned}
$$

Now by taking $s=-\kappa \in\left(-\frac{5}{8}, 0\right]$ we obtain

$$
\begin{aligned}
\|G\|_{X_{0, b-1}} \leqslant & \frac{1}{2}(2 \delta)^{\kappa} \| \frac{\xi\langle\xi\rangle^{s}}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}} \frac{\mathrm{e}^{\delta\left|\xi_{1}\right|} \widehat{u}\left(\xi_{1}, \tau_{1}\right)}{\left\langle\xi_{1}\right\rangle^{s}} \\
& \times \frac{\mathrm{e}^{\delta\left|\xi-\xi_{1}\right| \widehat{u}\left(\xi-\xi_{1}, \tau-\tau_{1}\right)}}{\left\langle\xi-\xi_{1}\right\rangle^{s}} \mathrm{~d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2}}
\end{aligned}
$$

Setting $v=A u$ and $f(\tau, \xi)=\langle\tau-\varphi(\xi)\rangle^{b} \widehat{v}(\tau, \xi)$ we have $\mathrm{e}^{\delta|\xi|} \widehat{u}(\tau, \xi)=\widehat{v}(\tau, \xi)=$ $f(\tau, \xi)\langle\tau-\varphi(\xi)\rangle^{-b}$ and therefore we can write

$$
\begin{aligned}
\|G\|_{X_{0, b-1}} \leqslant & \frac{1}{2}(2 \delta)^{\kappa} \| \frac{\xi\langle\xi\rangle^{s}}{\langle\tau-\varphi(\xi)\rangle^{1-b}} \int_{\mathbb{R}^{2}} \frac{f\left(\xi_{1}, \tau_{1}\right)}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\tau_{1}-\varphi\left(\xi_{1}\right)\right\rangle^{b}} \\
& \times \frac{f\left(\xi-\xi_{1}, \tau-\tau_{1}\right)}{\left\langle\xi-\xi_{1}\right\rangle^{s}\left\langle\tau-\tau_{1}-\varphi\left(\xi-\xi_{1}\right)\right\rangle^{b}} \mathrm{~d} \xi_{1} \mathrm{~d} \tau_{1} \|_{L_{\xi, \tau}^{2} \tau} .
\end{aligned}
$$

By Remark 9 in [11] we get

$$
\|G\|_{X_{0, b-1}} \leqslant C \delta^{\kappa}\|f\|_{L_{\xi, \tau}^{2}}^{2}=C \delta^{\kappa}\|v\|_{X_{0, b}}^{2}=C \delta^{\kappa}\|u\|_{X_{\delta, 0, b}}^{2},
$$

and the result is proven.
Now we prove Theorem 4.1.
Pro of of Theorem 4.1. Let $V(t, x)=A u(t, x)$, which is real-valued since the multiplier $A$ is even and u is real-valued. Applying $A$ to (1.1) we obtain

$$
\begin{equation*}
\partial_{t} V+\lambda_{1} \partial_{x}^{7} V+\lambda_{2} \partial_{x}^{5} V+\lambda_{3} \partial_{x}^{3} V+\lambda_{4} \partial_{x} V+V \partial_{x} V=G, \tag{4.4}
\end{equation*}
$$

where

$$
G=\frac{1}{2} \partial_{x}\left((A u)^{2}-A(u)^{2}\right) .
$$

Multiplying (4.4) by $V$ and integrating in space we obtain

$$
\begin{aligned}
\int_{\mathbb{R}} V \partial_{t} V \mathrm{~d} x+\lambda_{1} \int_{\mathbb{R}} V \partial_{x}^{7} V \mathrm{~d} x & +\lambda_{2} \int_{\mathbb{R}} V \partial_{x}^{5} V \mathrm{~d} x+\lambda_{3} \int_{\mathbb{R}} V \partial_{x}^{3} V \mathrm{~d} x \\
& +\lambda_{4} \int_{\mathbb{R}} V \partial_{x} V \mathrm{~d} x+\int_{\mathbb{R}} V^{2} \partial_{x} V \mathrm{~d} x=\int_{\mathbb{R}} V G \mathrm{~d} x
\end{aligned}
$$

By noticing that $\partial_{x}^{j} V(x, t) \rightarrow 0$ as $|x| \rightarrow \infty$ (see [11]) we can use integration by parts obtaining

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\mathbb{R}} V^{2} \mathrm{~d} x=\int_{\mathbb{R}} V G \mathrm{~d} x
$$

Now integrating the last equality with respect to $t \in[0, T]$ we obtain

$$
\int_{\mathbb{R}} V^{2}(T, x) \mathrm{d} x=\int_{\mathbb{R}} V^{2}(0, x) \mathrm{d} x+2\left|\int_{\mathbb{R}^{2}} \chi_{[0, T]}(t) V G \mathrm{~d} x \mathrm{~d} t\right|
$$

Thus,

$$
\|u(T)\|_{G^{\delta, 0}}^{2}=\|u(0)\|_{G^{\delta, 0}}^{2}+2\left|\int_{\mathbb{R}^{2}} \chi_{[0, T]}(t) V G \mathrm{~d} x \mathrm{~d} t\right| .
$$

We now use Plancherel, Hölder, Lemmas 2.3, 4.2 and the fact that $1-b<b$ since $b>\frac{1}{2}$ and we obtain

$$
\begin{align*}
\left|\int_{\mathbb{R}^{2}} \chi_{[0, T]}(t) V G \mathrm{~d} x \mathrm{~d} t\right| & \leqslant\left\|\chi_{[0, T]}(t) V\right\|_{X_{0,1-b}}\left\|\chi_{[0, T]}(t) G\right\|_{X_{0, b-1}}  \tag{4.5}\\
& \leqslant\|V\|_{X_{0,1-b}^{T}}\|G\|_{X_{0, b-1}^{T}} \leqslant C \delta^{\kappa}\|u\|_{X_{\delta, 0, b}^{T}}^{3} .
\end{align*}
$$

Finally, by using condition (3.2) we conclude that

$$
\sup _{t \in[0, T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u(0)\|_{G^{\delta, 0}}^{3}
$$

The proof is now complete.

## 5. Proof of Theorem 1.3

Fix $\delta_{0}>0, s>-\frac{5}{8}, \kappa \in\left(0, \frac{5}{8}\right)$, and $u_{0} \in G^{\delta_{0}, s}$. It suffices to prove that the solution $u$ to (1.1) satisfies

$$
u \in C\left(\left[0, T^{\prime}\right], G^{\delta\left(T^{\prime}\right), s}\right),
$$

where

$$
\delta\left(T^{\prime}\right)=\min \left\{\delta_{0}, C_{1} T^{\prime-1 / \kappa}\right\}
$$

for all $T^{\prime}>0$, and $C_{1}>0$ is a constant depending on $u_{0}, \delta_{0}, s$, and $\kappa$. By Theorem 1.2, there is a maximal time $T^{*}=T^{*}\left(u_{0}, \delta_{0}, s\right) \in(0, \infty]$ such that

$$
u \in C\left(\left[0, T^{*}\right], G^{\delta_{0}, s}\right)
$$

If $T^{*}=\infty$, we are done. If $T^{*}<\infty$, as we assume henceforth, it remains to prove

$$
\begin{equation*}
u \in C\left(\left[0, T^{\prime}\right], G^{C_{1} T^{\prime-1 / \kappa}, s}\right) \quad \text { for all } T^{\prime} \geqslant T^{*} \tag{5.1}
\end{equation*}
$$

The case $s=0$. Fix $T^{\prime} \geqslant T^{*}$ and we will show that for $\delta>0$ sufficiently small

$$
\begin{equation*}
\sup _{t \in\left[0, T^{\prime}\right]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant 2\|u(0)\|_{G^{\delta_{0}, 0}}^{2} \tag{5.2}
\end{equation*}
$$

To prove this, we will use repeatedly Theorems 1.2 and 4.1 with the time step

$$
\begin{equation*}
T=\frac{c_{0}}{\left(1+2\|u(0)\|_{G^{\delta_{0}, 0}}\right)^{\beta}} . \tag{5.3}
\end{equation*}
$$

The smallness conditions on $\delta$ will be

$$
\begin{equation*}
\delta \leqslant \delta_{0} \quad \text { and } \quad \frac{2 T^{\prime}}{T} C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta_{0}, 0}} \leqslant 1 \tag{5.4}
\end{equation*}
$$

where $C>0$ is the constant in Theorems 4.1. Proceeding by induction, we will verify that

$$
\begin{align*}
& \sup _{t \in[0, n T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+n C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta_{0}, 0}}^{3}  \tag{5.5}\\
& \sup _{t \in[0, n T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant 2\|u(0)\|_{G^{\delta, 0}}^{2} \tag{5.6}
\end{align*}
$$

for $n \in\{1, \ldots, m+1\}$, where $m \in \mathbb{N}$ is chosen so that $T^{\prime} \in[m T,(m+1) T)$. This $m$ does exist, since by Theorem 1.2 and the definition of $T^{*}$, we have

$$
T<\frac{c_{0}}{\left(1+\|u(0)\|_{G^{\delta_{0}, 0}}\right)^{\beta}}<T^{*}, \quad \text { hence } T<T^{\prime}
$$

In the first step, we cover the interval $[0, T]$, and by Theorem 4.1, we have

$$
\sup _{t \in[0, T]}\|u(t)\|_{G^{\delta, 0}}^{2} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u(0)\|_{G^{\delta, 0}}^{3} \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u(0)\|_{G^{\delta, 0}}^{3}
$$

where we used that $\|u(0)\|_{G^{\delta, 0}} \leqslant\|u(0)\|_{G^{\delta_{0}, 0}}$, since $\delta \leqslant \delta_{0}$. This verifies (5.5) for $n=1$ and now, (5.6) follows using again $\|u(0)\|_{G^{\delta, 0}} \leqslant\|u(0)\|_{G^{\delta_{0}, 0}}$ as well as $C \delta^{\kappa}\|u(0)\|_{G^{\delta_{0}, 0}} \leqslant 1$. Next, assuming that (5.5) and (5.6) hold for some $n \in\{1, \ldots, m\}$, we will prove that they hold for $n+1$. We estimate

$$
\begin{aligned}
\sup _{t \in[n T,(n+1) T]}\|u(t)\|_{G^{\delta, 0}}^{2} & \leqslant\|u(n T)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa}\|u(n T)\|_{G^{\delta, 0}}^{3} \\
& \leqslant\|u(n T)\|_{G^{\delta, 0}}^{2}+C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta 0}, 0}^{3} \\
& \leqslant\|u(0)\|_{G^{\delta, 0}}^{2}+n C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta, 0}}^{3}+C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta_{0}, 0}}^{3}
\end{aligned}
$$

verifying (5.5) with $n$ replaced by $n+1$. To get (5.6) with $n$ replaced by $n+1$, it is then enough to have

$$
(n+1) C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta_{0}, 0}} \leqslant 1
$$

but this holds by (5.4), since $n+1 \leqslant m+1 \leqslant T^{\prime} / T+1<2 T^{\prime} / T$. Finally, condition (5.4) is satisfied for $\delta \in\left(0, \delta_{0}\right)$ such that

$$
\frac{2 T^{\prime}}{T} C \delta^{\kappa} 2^{3 / 2}\|u(0)\|_{G^{\delta, 0}}=1
$$

Thus, $\delta=C_{1} T^{\prime-1 / \kappa}$, where $C_{1}=\left(c_{0} / C 2^{5 / 2}\|u(0)\|_{G^{\delta_{0}, 0}}\left(1+2\|u(0)\|_{G^{\delta_{0}, 0}}\right)^{\beta}\right)^{1 / \kappa}$.
The general case. For general $s$, we use the embedding (1.3) to get $u_{0} \in G^{\delta_{0}, s} \subset$ $G^{\delta_{0} / 2,0}$. The case $s=0$ already being proved, we know that there is a $T_{1}>0$ such that

$$
u \in C\left(\left[0, T_{1}\right), G^{\delta_{0} / 2,0}\right)
$$

and

$$
u \in C\left(\left[0, T^{\prime}\right], G^{2 \sigma T^{\prime-1 / \kappa}, 0}\right) \quad \text { for } T^{\prime} \geqslant T_{1}
$$

where $\sigma>0$ depends on $u_{0}, \delta_{0}$ and $\kappa$. Applying again embedding (1.3), we now conclude that

$$
u \in C\left(\left[0, T_{1}\right), G^{\delta_{0} / 4, s}\right)
$$

and

$$
u \in C\left(\left[0, T^{\prime}\right], G^{\sigma T^{\prime-1 / \kappa}, s}\right) \quad \text { for } T^{\prime} \geqslant T_{1}
$$

and these together imply (5.1). The proof of Theorem 1.3 is now completed.

## References

[1] J. L. Bona, Z. Grujić, H. Kalisch: Algebraic lower bounds for the uniform radius of spatial analyticity for the generalized KdV equation. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 22 (2005), 783-797.
zbl MR doi
[2] A. Boukarou, K. Guerbati, K. Zennir, S. Alodhaibi, S. Alkhalaf: Well-posedness and time regularity for a system of modified Korteweg-de Vries-type equations in analytic Gevrey spaces. Mathematics 8 (2020), Article ID 809, 16 pages.
[3] A.Boukarou, K. Zennir, K. Guerbati, S. G. Georgiev: Well-posedness of the Cauchy problem of Ostrovsky equation in analytic Gevrey spaces and time regularity. Rend. Circ. Mat. Palermo (2) 70 (2021), 349-364.
] A. Boukarou, K. Zennir, K. Guerbati, G. G. Svetlin: Well-posedness and regularity of the fifth order Kadomtsev-Petviashvili I equation in the analytic Bourgain spaces. Ann. Univ. Ferrara, Sez. VII, Sci. Mat. 66 (2020), 255-272.

MR doi
[5] J. E. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao: Multilinear estimates for periodic KdV equations, and applications. J. Funct. Anal. 211 (2004), 173-218.
zbl MR doi
[6] Z. Grujić, H. Kalisch: Local well-posedness of the generalized Korteweg-de Vries equation in spaces of analytic functions. Differ. Integral Equ. 15 (2002), 1325-1334.
zbl MR
[7] A. A. Himonas, H. Kalisch, S. Selberg: On persistence of spatial analyticity for the dis-persion-generalized periodic KdV equation. Nonlinear Anal., Real World Appl. 38 (2017), 35-48.
zbl MR doi
[8] K.L.Jones, X. He, Y. Chen: Existence of periodic traveling wave solution to the forced generalized nearly concentric Korteweg-de Vries equation. Int. J. Math. Math. Sci. 24 (2000), 371-377.
[9] Y. Katznelson: An Introduction to Harmonic Analysis. Dover Books on Advanced Mathematics. Dover Publications, New York, 1976.
zbl MR doi
zbl MR doi
[10] G. Petronilho, P. L. da Silva: On the radius of spatial analyticity for the modified Kawahara equation on the line. Math. Nachr. 292 (2019), 2032-2047.
zbl MR doi
[11] S. Selberg, D. O. da Silva: Lower bounds on the radius of a spatial analyticity for the KdV equation. Ann. Henri Poincaré 18 (2017), 1009-1023.
zbl MR doi
[12] S. Selberg, A. Tesfahun: On the radius of spatial analyticity for the 1d Dirac-KleinGordon equations. J. Differ. Equations 259 (2015), 4732-4744.
zbl MR doi
[13] S. Selberg, A. Tesfahun: On the radius of spatial analyticity for the quartic generalized KdV equation. Ann. Henri Poincaré 18 (2017), 3553-3564.
zbl MR doi
[14] T. Tao: Nonlinear Dispersive Equations: Local and Global Analysis. CBMS Regional Conference Series in Mathematics 106. AMS, Providence, 2006.
zbl MR doi
[15] Z. Zhang, Z. Liu, M. Sun, S. Li: Low regularity for the higher order nonlinear dispersive equation in Sobolev spaces of negative index. J. Dyn. Differ. Equations 31 (2019), 419-433.
zbl MR doi
Authors' addresses: Aissa Boukarou, Kaddour Guerbati, Laboratoire de Mathématiques et Sciences Appliquées, Université de Ghardaia, Zone scientifique, BP 455 Ghardaia, 47000, Algérie, e-mail: boukarou.aissa@univ-ghardaia.dz, guerbati_k@yahoo.com; Khaled Zennir, Department of Mathematics, College of Sciences and Arts, Qassim University, Ar-Rass, Saudi Arabia and Laboratoire de Mathématiques Appliquées et de Modélisation, Université 8 Mai 1945 Guelma, B.P. 401, Guelma 24000 Algérie, e-mail: khaledzennir4@gmail.com.

