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Abstract. We show that any finite 2-group, whose abelianization has either 4-rank at
most 2 or 8-rank 0 and whose commutator subgroup is generated by two elements, is
metabelian. We also prove that the minimal order of any 2-group with nonabelian commu-
tator subgroup of 2-rank 2 is 212.
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1. Introduction

We prove the following main result and a corollary:

Main Theorem. Let G be a finite 2-group such that 2-rank(G′) = 2 and either

4-rank(G/G′) 6 2 or 8-rank(G/G′) = 0. Then G is metabelian, i.e., G′ is abelian.

In other words, if G is any nonmetabelian finite 2-group for which 2-rankG′ = 2,

then G/G′ must contain a subgroup isomorphic to (8, 4, 4).

Corollary. The minimal order of a finite 2-group G for which its commutator

subgroup G′ is nonabelian and of 2-rank 2, is 212.

The Main Theorem is sharp in the sense that there are nonmetabelian finite

2-groups G for which G′ has 2-rank 2 and such that G/G′ ≃ (8, 4, 4); refer to the

example in Section 4 below for one of minimal order.

This theorem and its corollary may be considered as a major extension of results

in Blackburn’s article on p-groups (see [2]) for the prime p = 2. More precisely,

Theorem 1 in [2] implies that any finite p-group G, whose commutator subgroup

has p-rank 2, has derived length 2 or 3. In particular, by Theorem 4 of [2], if the
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p-group G, as well as G′, has p-rank 2, then the derived length of G is equal to 2.

Our main goal was to obtain more general hypotheses than that of Theorem 4, which

still imply that G has derived length 2. For p = 2 this led to our main theorem

and its corollary. These results were motivated by the problem of determining the

length of the 2-class field tower of certain families of algebraic number fields, and

consequently they may be of use to algebraic number theorists.

The proofs of the results are elementary and combinatorial in nature. We have

followed much of the presentation given in Blackburn’s article, see [2].

2. Some preliminaries

In this section we review some “commutator calculus” and introduce some nota-

tion; see the exposition given, for example, in [1]. Assume for the moment thatG is an

arbitrary group written multiplicatively. If x, y ∈ G, then define [x, y] = x−1y−1xy,

the commutator of x with y. More generally, since [∗, ∗] is not associative, we de-

fine (inductively on l) [x1, . . . , xl] = [[x1, . . . , xl−1], xl] for all xj ∈ G and l > 2.

If A and B are nonempty subsets of G, then [A,B] is the subgroup of G given as

[A,B] = 〈{[a, b] : a ∈ A, b ∈ B}〉. In particular, the commutator subgroup G′ is de-

fined as [G,G]; also G′′ = (G′)′. Recall, too, that a group G is metabelian if G′′ = 1,

i.e., G′ is abelian. Moreover, we denote conjugation of x by y as

xy = y−1xy for any x, y ∈ G.

Notice then that

(1) xy = x[x, y].

Also notice that

(2) [x, y]z = [xz , yz] for any z ∈ G.

Of particular use in our analysis is the lower central series {Gl} of G, which is

defined inductively as G1 = G, and Gl+1 = [G,Gl] for all l > 1. In particular, observe

that G2 = G′. The lower central series is especially useful when the group G is nilpo-

tent, i.e., when the lower central series terminates in finitely many steps at the iden-

tity subgroup 1. As is well known, all finite p-groups are nilpotent for any prime p.

Recall that for any x, y, z ∈ G,

[xy, z] = [x, z][x, z, y][y, z], [x, yz] = [x, z][x, y][x, y, z],(3)

[x, y−1]y = [x−1, y]x = [y, x] = [x, y]−1,

[x, y−1, z]y[y, z−1, x]z[z, x−1, y]x = 1 (Witt Identity)

(cf. [3], for example).
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We also introduce here some notation: Suppose G = 〈a1, a2, . . . , ar〉; then we let

cij = [ai, aj], cijk = [ai, aj, ak], etc.

Let (2l1 , 2l2 , 2l3) denote the direct sum of cyclic groups of order 2li for i = 1, 2, 3

and similarly for other such cases.

As usual, we denote by Z(G) the center of G and moreover Gp = 〈xp : x ∈ G〉.

Now we recall some facts about the Frattini subgroup of a p-group and the Burn-

side Basis Theorem. Let G be a finite p-group (p any prime). Then recall that the

Frattini subgroup of G, Φ(G), is the subgroup GpG′ of G. When p = 2, as in our

case, then Φ(G) = G2, since G′ ⊆ G2.

Theorem 1 ([4], Kapitel III, version of Burnside Basis Theorem). Let G be a fi-

nite p-group. Then the elements x1, . . . , xd generate G if and only if the cosets

x1Φ(G), . . . , xdΦ(G) generate G/Φ(G).

Recall, too, that the rank r of a finite abelian p-group is the number of nontrivial

cyclic summands in its direct sum decomposition. (More generally, its pn-rank is the

number of cyclic summands of order at least pn.) As a consequence of the Burnside

Basis Theorem we see that for a finite p-group G, the order |G/Φ(G)| = pr, where r

is the rank of Gab = G/G′. Again by the Burnside Basis Theorem, a minimal set of

generators of G has cardinality equal to the rank of the abelianization Gab. Finally,

if {x1G
′, . . . , xrG

′} is a basis of Gab, then {x1, . . . , xr} is a minimal generating set

of G, and by abuse of language we will call it a basis of G, cf. [4], page 80.

3. Reduction of the proof to groups of rank 3

Proposition 1. LetG be a finite 2-group for which its commutator subgroupG′ is

nonabelian and of rank 2. Then there exists a subgroup H of G for which rankH = 3

and such that H ′ = G′.

P r o o f. From Theorem 1 in [2], we have G′ = 〈a, b〉 with the presentation

a2
m

= b2
n+k

= 1, [a, b] = b2
n

,

with integers k, m, n such that 0 < 2k 6 m 6 n. Moreover, by Theorem 2 and the

results above it in [2], we see that G3 ⊆ Z(G2) = G2k

2 ⊆ G2
2.

Next, notice that there exist x1 and x2 in G such that [x1, x2] = aαbβ for some

integers α and β with β odd. (Otherwise, G′ would not contain an element of

order 2n+k.) If we let b′ = aαbβ, then G′ is generated by a and b′ with the analogous
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presentation as above. Relabeling b′ as b gives us [x1, x2] = b. We also see that

there are elements x3, x4 in G for which [x3, x4] ≡ abη mod G2
2 for some integer η,

otherwise G′ 6= 〈a, b〉.

If there is an element x in G such that [x1, x] or [x2, x] ≡ abλ mod G2
2, then we

may take H = 〈x1, x2, x〉 and we are done (cf. Theorem 4 of [2], which guarantees

that rankH = 3).

Now suppose that [xi, z] ≡ bδ mod G2
2 for all z ∈ G and i = 1, 2. If [x1, x3] ≡

b modG2
2, then we may take H = 〈x1, x3, x4〉 and then see (as the reader may verify)

that H ′ = G′. On the other hand, if [x1, x3] ≡ 1 mod G2
2, then let H = 〈x1, x2x3, x4〉

for [x1, x2x3] ≡ [x1, x2][x1, x3] ≡ b mod G2
2 and [x2x3, x4] ≡ [x3, x4][x2, x4] ≡

abλ mod G2
2. �

By this proposition it suffices to study 2-groups G of rank 3 such that G′ is of

rank 2. We now examine properties of some related groups. In what follows, when G′

is nonabelian of rank 2, then we may assume that G′′ has order 2; for if not, then

since (G′′)2 is a characteristic subgroup of G and thus normal, we may consider

G/(G′′)2 without loss of generality.

Lemma 1. Suppose that G is a finite 2-group of rank 3, say Gab ≃ (2l1 , 2l2 , 2l3),

and that G′ is nonabelian of rank 2 such that |G′′| = 2. Then G has a basis

{a1, a2, a3} such that

(i) a2
li

i ≡ 1 mod G′ for i = 1, 2, 3;

(ii) c23 ∈ G2
2 and G2 = 〈c12, c13〉;

(iii) cjik = c−1
ijk for all i, j, k ∈ {1, 2, 3};

(iv) Gj ⊆ G2j−2

2 = 〈c2
j−2

12 , c2
j−2

13 〉 for all j > 2;

(v) G′′ = 〈[c12, c13]〉 and [c12, c13] = c123c231c312;

(vi) there exist integers m,n with 2 6 m 6 n and a, b ∈ G2 such that G2 has

a presentation given by

G2 = 〈a, b : a2
m

= b2
n+1

= 1, [a, b] = b2
n

〉.

P r o o f. In light of the discussion at the end of the previous section, we can find

basis elements satisfying (i).

To prove (ii), we first see that G2 = 〈c12, c13, c23, G3〉 = 〈c12, c13, c23, G
2
2〉, since

G3 ⊆ G2
2 (for by Theorem 2 and the results immediately above it in [2], we see that

G3 ⊆ Z(G2) = G2
2, since k = 1). If cij ∈ G2

2 for some i, j ∈ {1, 2, 3}, i 6= j, then we

may relabel our basis so that c23 ∈ G2
2. Hence, in this case, G2 = 〈c12, c13〉 by the

Burnside Basis Theorem, since G2 has rank 2.
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We still need to show that we can assume that some cij ∈ G2
2. Without loss of

generality, we may assume c13c23 ∈ G2
2 or c12c13c23 ∈ G2

2. Now suppose c13c23 ∈ G2
2.

Then let

a′1 =

{

a2 if l1 > l2,

a1 if not,
a′2 = a1a2, a′3 = a3.

Hence, c′23 ≡ c13c23 mod G2
2 and notice that a

′

1, a
′

2, a
′

3 form a basis of G. Finally,

suppose c12c13c23 ∈ G2
2. Without loss of generality, assume l3 6 li (i = 1, 2) and

let a′1 = a1a3, a
′

2 = a2a3, a
′

3 = a3. Hence, we have c
′

12 ≡ c12c13c23 mod G2
2 and

a′1, a
′

2, a
′

3 is again a basis of G, as desired.

In proving (iii), notice that by (3) and (1) and the fact that G3 ⊆ Z(G2), cjik =

[c−1
ij , ak] = [c−1

ij , ak][c
−1
ij , ak, cij ] = [c−1

ij , ak]
cij = [ak, cij ] = c−1

ijk .

Next, (iv) follows easily by induction on j.

Part (v) can be seen as follows: Notice that by (1), (2), (3), and the fact that

G3 ⊆ Z(G2), we have for any x, y, z ∈ G

[x, y−1, z]y = [[x, y−1]y, zy] = [[y, x], z[z, y]] = [[y, x], [z, y]][y, x, z][y, x, z, [z, y]]

= [y, x, z][[y, x], [z, y]].

Hence, using (3) again, the Witt Identity may be written as

1 = [y, x, z][z, y, x][x, z, y][[y, x], [z, y]][[z, y], [x, z]][[x, z], [y, x]].

Thus, by letting y = ai, x = aj , z = ak for any i, j, k ∈ {1, 2, 3}, we have

1 = cijkckijcjki[cij , cki][cki, cjk][cjk, cij ].

By taking (i, j, k) = (1, 2, 3) and using the fact that c23 ∈ G2
2 = Z(G2), we find that

1 = c123c312c231[c12, c31]

or equivalently

c123c312c231 = [c31, c12].

Now since [c12, c31] = [c12, c
−1
13 ] = [c12, c

−1
13 ]

c13 , we have

[c12, c31] = [c12, c
−1
13 ]

c13 = [c13, c12].

Therefore,

c123c312c231 = [c12, c13].

Clearly, G′′ = 〈[c12, c13]〉, cf. Theorem 1 in [2].

Finally, (vi) follows from Theorem 1 of [2] and the assumption that G′′ is of order 2.

�
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By Lemma 1, we have 〈a, b〉 = 〈c12, c13〉. We first consider relations between a, b

and c12, c13.

Lemma 2. Suppose G satisfies all the conditions of Lemma 1.

(i) Then there are basis elements aj given as in Lemma 1 for which the order

|c12| > |c13| and whence we may let b = c12 and a = c13c
δ
12 for some even

integer δ.

(ii) If l2 = l3 and [b, a2] ∈ G4
2 for the basis elements aj given in Lemma 2 (i), then

there are basis elements, again as in Lemma 1 for which b = c12 and a = c13.

(See the proof of Lemma 2 in [2] for a similar type of argument.)

P r o o f. With respect to (i), we may initially take

b =

{

c12 if |c12| > |c13|,

c13 if not.

If |c13| > |c12|, then switch the roles of the indices 2 and 3. Hence, we then have

|c12| > |c13| and we set b = c12. Now suppose |c12| = |c13|. Since G
2m

2 has rank 1,

we see that c2
m

13 = c2
mu

12 for some odd integer u. If |a2G2| > |a3G2|, then switch the

roles of the indices 2 and 3 again. Now let a′3 = a−u
2 a3. Then c′13 = [a1, a

′

3] is such

that |c′13| 6 2n < 2n+1 = |c12|. Notice, too, that a1, a2, a
′

3 form a basis of G.

Thus, we may assume that |c13| < |c12|. Let b = c12, and so c2
m

13 = c2
mu

12 , where

this time u is even. Let a = c13c
δ
12 with δ = −u. Hence, a, b satisfy the conditions

above in the presentation of G2.

Now consider (ii). Before continuing, notice that any c ∈ G′ can be taken as the ele-

ment a given in the presentation ofG′ in Lemma 1 (vi) if and only if |c| = 2m and 〈c〉∩

〈b〉 = 1. We will use this characterization to come up with a basis for which c13 = a.

First notice that if |c13| = 2m (the minimal possible order of c13), then we may

take c13 = a. For if 〈c13〉 ∩ 〈c12〉 6= 1, then 1 6= c2
α

13 ∈ 〈c12〉 for some integer α. But

since G2m−1

2 = 〈c2
m−1

13 , c2
m−1

12 〉 has rank 2, we see α > m, a contradiction.

Now let |c13| = 2t, then we have m 6 t 6 n. If t = m, we are done, as we may

take a = c13. Thus, suppose t > m. Then we see that by replacing a3 by a3a
u
2 for

some integer u, our new c13 will have order less than 2
t. Repeating the process until

the order becomes 2m completes the proof.

We will use the following results, which are left to the reader to verify:

(a) [G2, G
2κ ] ⊆ G2κ+1

2 for all integers κ > 0.

This follows by induction on κ using (3) and the fact that G3 ⊆ G2
2.

(b) [c2
κ

12 , a
2κ

2 ] ∈ G2κ+2

2 for all integers κ > 0.
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This follows by induction on κ using (3), the fact that G3 ⊆ G2
2, and our assumption

that [b, a2] ∈ G4
2. Namely, notice that for κ = 0, [c12, a2] = [b, a2] ∈ G4

2.

Statement (b) can then be used to establish (c):

(c) [a1, a
2κ

2 ] ≡ c2
κ

12 mod G2κ+1

2 for all integers κ > 0.

This follows again by induction on κ using (b) in the appropriate places.

Now once again assume |c13| = 2t, with t > m. Since G2m

2 = 〈c2
m

12 〉, we see

that c2
m

13 = c−2mu
12 for some positive integer u. Write u = 2vu0 for some positive

integers v, u0 with u0 odd. Since |c
2m

13 | = 2t−m, we get v = n+ 1− t (for |c−2m+v

12 | =

2n+1−m−v = 2t−m).

Let a′3 = a3a
u
2 . By replacing au0

2 by a2 we may assume that u0 = 1. Thus,

a′3 = a3a
2v

2 . Then we claim that c′13 = [a1, a
′

3] has order < |c13|. To see this, first

notice that c′2
t−1

13 = (c′2
m

13 )2
t−1−m

. Furthermore,

c′13 = [a1, a3a
2v

2 ] = c13[a1, a
2v

2 ][c13, a
2v

2 ].

But [a1, a
2v

2 ] ≡ c2
v

12 mod G2v+1

2 by (c) above, and [c13, a
2v

2 ] ≡ 1 mod G2v+1

2 by (a).

Hence, c′13 = c13c
2v

12γ for some γ ∈ G2v+1

2 . Now recall from above that c2
m

13 = c2
m+v

12 ,

since u = 2v. Therefore,

c′2
m

13 = c2
m

13 c
2m+v

12 γ2m = γ2m .

Finally, this implies that

c′2
t−1

13 = (γ2m)2
t−1−m

= γ2t−1

∈ G2v+t

2 = G2n+1

2 = 1,

as desired.

Notice that the changes in the basis elements that we made still give us a basis

satisfying the conditions in Lemma 1.

This establishes the lemma. �

Now we recall a result of Blackburn:

Lemma 3. Let G be as in Lemma 2 (i). If x is any element of G, then there are

integers r, s, u, v such that

[a, x] = a2rb2s2
n−m

, [b, x] = a2ub2v.

P r o o f. This is an immediate consequence of Equations (13) and (14) and

Lemma 2 of [2], and the fact that [b, x] ∈ G3 ⊆ G2
2 = 〈a2, b2〉, whence the exponent

of a in [b, x] must be even. �
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We next obtain some congruences involving the exponents of a, b in Lemma 3.

Lemma 4. Let G be as in Lemma 3. For x, y ∈ G, let the integers r, r∗, s, s∗, u,

u∗, v, v∗ be given (as in Lemma 3) by

[a, x] = a2rb2s2
n−m

, [b, x] = a2ub2v, [a, y] = a2r
∗

b2s
∗2n−m

, [b, y] = a2u
∗

b2v
∗

.

If x2 = aµbν for some integers µ, ν, then the following congruences hold:

r(1 + r) + us2n−m ≡ 0 mod 2m−2, s(1 + r + v) ≡ 2m−2ν mod 2m−1,

u(1 + r + v) ≡ 0 mod 2m−2, v(1 + v) + us2n−m ≡ 2n−2µ mod 2n−1.

On the other hand, if [x, y] = aαbβ for some integers α, β, then

u̺∗ − u∗̺ ≡ 0 mod 2m−2, us∗ − u∗s ≡ 2m−2α mod 2m−1,

s̺∗ − s∗̺ ≡ 2m−2β mod 2m−1,

where ̺ = v − r and similarly for ̺∗.

P r o o f. (Sketch.) Using the fact that G3 ⊆ Z(G2) = G2
2, it is straightforward to

show that for any γ ∈ G2 and x ∈ G, we have

[γl, x] = [γ, x]l.

Now we consider calculating [a, x2] and [b, x2] in two different ways, which will give

us the first set of congruences. First notice that

[a, x2] = [a, aµbν ] = [a, b]ν = b2
nν .

On the other hand, we have by (3)

[a, x2] = [a, x]2[a, x, x].

Now, [a, x] = a2rb2s2
n−m

, [b, x] = a2ub2v, and thus,

[a, x, x] = [a, x]2r [b, x]2s2
n−m

and so

[a, x2] = a4(r(1+r)+us2n−m)b4s2
n−m(1+r+v).

Therefore, using the fact that the order of a is |a| = 2m and |b| = 2n+1 along with

the observation that any element in G′ is a product of a unique power of a with

a unique power of b, we obtain the congruences

r(1 + r) + us2n−m ≡ 0 mod 2m−2, s(1 + r + v) ≡ 2m−2ν mod 2m−1.
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A similar calculation on [b, x2], which is left to the reader, gives the rest of the first

set of congruences in the lemma.

The second set of congruences is proved in a similar manner, in which we calculate

[a, xy], [b, xy], and compare it to [a, yx[x, y]] and [b, yx[x, y]]. We leave the details to

the reader. Similar calculations can be found in [2]. �

We now assume that G satisfies the conditions of Lemma 2 (i) and that the 4-rank

of Gab is 6 2. Hence, we have the following condition.

(C) G/G′ ≃ (2l1 , 2l2 , 2) (li > 1) with G = 〈a1, a2, a3〉 such that a
2l1
ζ ≡ a2

l2

ξ ≡ a2λ ≡

1 mod G′ for {ζ, ξ, λ} = {1, 2, 3}, G′ = 〈c12, c13〉 is nonabelian, c23 ∈ G2
2, and

|c13| < |c12|; thus, b = c12 and a = c13c
δ
12 with δ ≡ 0 mod 2, where a, b are as

given in Lemma 1 (vi).

In what follows, we show that these assumptions lead to a contradiction, from

which we can conclude that no such nonmetabelian G exists. (It can be shown that

k = 1 when the 4-rank of Gab is not greater than 2. However, as noted above,

when G′ is nonabelian of rank 2, we may without loss of generaltiy assume that

|G′′| = 2, i.e., k = 1, cf. Theorem 1 in [2].)

From above we may assume that

a2λ = aµλbνλ , c23 = a2µ0b2ν0 , [a, aj] = a2rjb2s
′

j , [b, aj ] = a2uj b2vj (j = 1, 2, 3),

where s′j = sj2
n−m with m, n as in Lemma 1 (vi).

By Lemma 4 we have the following congruences:

rλ(1 + rλ) + uλsλ 2
n−m ≡ 0 mod 2m−2,(I)

sλ(1 + rλ + vλ) ≡ 2m−2νλ mod 2m−1,

uλ(1 + rλ + vλ) ≡ 0 mod 2m−2,

vλ(1 + vλ) + uλsλ 2
n−m ≡ 2n−2µλ mod 2n−1.

More generally, if G satisfies all the conditions in Lemmas 1 and 2 (i), then

u1s2 − u2s1 ≡ 0 mod 2m−1,(II)

̺1s2 − ̺2s1 ≡ 2m−2 mod 2m−1,

u1s3 − u3s1 ≡ 2m−2 mod 2m−1,

̺1s3 − ̺3s1 ≡ 0 mod 2m−1,

u2s3 − u3s2 ≡ 0 mod 2m−1,

̺2s3 − ̺3s2 ≡ 0 mod 2m−1,

u1̺2 − u2̺1 ≡ 0 mod 2m−2,

u1̺3 − u3̺1 ≡ 0 mod 2m−2,

u2̺3 − u3̺2 ≡ 0 mod 2m−2.
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We will make use of the following proposition in our proof.

Proposition 2. LetG be as given in Lemma 2 (i). Then the following congruences

hold:

̺3 ≡ s2 ≡ s3 ≡ u2 ≡ 0 mod 2,

and
̺1 ≡ 0 mod 2 or (s1 ≡ 1 mod 2, ̺1u3 − ̺3u1 ≡ 2m−2 mod 2m−1),

̺2 ≡ 0 mod 2 or (s1 ≡ 1 mod 2, ̺2u3 − ̺3u2 ≡ 2m−2 mod 2m−1),

u1 ≡ 0 mod 2 or (s1 ≡ 1 mod 2, ̺1u2 − ̺2u1 ≡ 2m−2 mod 2m−1),

u3 ≡ 0 mod 2 or (s1 ≡ 1 mod 2, ̺2u3 − ̺3u2 ≡ 2m−2 mod 2m−1).

Moreover, m = 2 if and only if u3 ≡ 1 mod 2 if and only if ̺2 ≡ 1 mod 2.

P r o o f. (Sketch.) Recall that G′ has the presentation given in Lemma 1 (vi) with

2 6 m 6 n.

Suppose s3 ≡ 1 mod 2; then (II2) or (II4) imply that

s3(̺1s2 − ̺2s1) ≡ 2m−2 mod 2m−1 or s2(̺1s3 − ̺3s1) ≡ 0 mod 2m−1,

respectively. Subtracting these two congruences and using (II6) yields

2m−2 ≡ s1(̺2s3 − ̺3s2) ≡ 0 mod 2m−1,

a contradiction. Thus, s3 ≡ 0 mod 2.

Similar arguments, which are left to the reader, show that ̺3 ≡ s2 ≡ u2 ≡ 0 mod 2.

Now suppose that ̺1 ≡ 1 mod 2 and s1(̺1u3 − ̺3u1) ≡ 0 mod 2m−1. Then

by (II3,4) we have

̺1(u1s3 − u3s1) ≡ 2m−2 mod 2m−1,

u1(̺1s3 − ̺3s1) ≡ 0 mod 2m−1.

Subtracting yields

2m−2 ≡ s1(̺1u3 − ̺3u1) ≡ 0 mod 2m−1,

a contradiction.

The rest can be treated in a (more or less) similar fashion, as the reader may

verify.

The last statement of the proposition follows immediately from (II2,3). �
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Next, assuming Condition (C) again, notice that for any j=1, 2, 3, [a2λ, aj ]∈

G3⊆G2
2. Thus, we may write

[a2λ, aj ] = a2αλjb2βλj

for some integers αλj , βλj . Notice, too, that for j = λ, we have αλλ = βλλ = 0, since

the commutator is trivial in this case.

Moreover, since a2λ = aµλbνλ , we get

[a2λ, aj ] = [aµλbνλ , aj ] = [a, aj ]
µλ [b, aj]

νλ

= (a2rj b2s
′

j )µλ(a2ujb2vj )νλ = a2(rjµλ+ujνλ)b2s
′

jµλ+vjνλ).

(Recall once again that s′j = sj2
n−m.) Hence, from the fact that the orders of a

and b are 2m and 2n+1, respectively, the above yields:

(III(j)) rjµλ + ujνλ ≡ αλj mod 2m−1, s′jµλ + vjνλ ≡ βλj mod 2n.

Since by (3) and the fact that G3 ⊆ Z(G2), we have [a
2
λ, aj] = c2λjcλjλ, and writing

the right-hand side in terms of a product of powers of a and b we obtain the following

table of values of our α’s and β’s:

α/β λ = 1 λ = 2 λ = 3

αλ1 0 −u2 −(1 + r3) + u3δ

βλ1 0 −(1 + v2) −s′3 + (1 + v3)δ

αλ2 u1 0 −2((1 + r3)µ0 + u3ν0)

βλ2 1 + v1 0 −2(s′3µ0 + (1 + v3)ν0)

αλ3 1 + r1 − u1δ 2((1 + r2)µ0 + u2ν0) 0

βλ3 s′1 − (1 + v1)δ 2(s′2µ0 + (1 + v2)ν0) 0

For example, let’s compute α31 and β31. We have

a2α31b2β31 = [a23, a1] = c231c313.

But c31 = c−1
13 = a−1bδ and (by Lemma 1) c313 = c−1

133 = [c13, a3]
−1 = [ab−δ, a3]

−1 =

[a, a3]
−1[b, a3]

δ = a−2r3b−2s′3a2u3δb2v3δ, and thus we get

c231c313 = a2(−1−r3+u3δ)b2(δ−s′3+v3δ).

Comparing exponents gives the two relevant entries in the table. The rest are left to

the reader.
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One last ingredient that we need for our proof is the following pair of congruences

derived from the Witt Identity (refer to the proof of Lemma 1 (v)):

r2 ≡ u3 + 2r1µ0 + 2u1ν0 + u2δ mod 2m−1,(W)

s′2 ≡ v3 + 2s′1µ0 + 2v1ν0 + v2δ + 2n−1 mod 2n.

This follows from the observations that [c12, c13] = b2
n

and that [c12, c13] =

c123c231c312, and then by rewriting the last product in terms of a and b and comparing

exponents. Namely, we have

c123 = [b, a3] = a2u3b2v3 , c231 = [a2µ0b2ν0 , a1] = a4(r1µ0+u1ν0)b4(s
′

1µ0+v1ν0),

c312 = c−1
132 = [ab−δ, a2]

−1 = a2(−r2+u2δ)b2(−s′2+v2δ).

Multiplying these together and comparing it to b2
n

establishes (W). Notice that (W)

along with Proposition 2 implies that

r3 ≡ v3 ≡ 0 mod 2.

We are now ready to prove that Condition (C) is vacuous by considering λ = 1, 2, 3

separately.

Proposition 3. There exists no group G satisfying Condition (C) above with

λ = 1.

P r o o f. Assume λ = 1. Then (III(3)) implies that s′1 ≡ 0 mod 2 and u3ν1 ≡

1 + r1 mod 2. Moreover, (III(2)) implies v2ν1 ≡ 1 + v1 mod 2 and r2µ1 ≡ u1 mod 2.

Also, by (III(1)), v1ν1 ≡ 0 mod 2.

Suppose r1 ≡ 0 mod 2. Hence, u3ν1 ≡ 1 mod 2 and so u3 ≡ 1, ν1 ≡ 1 mod 2. Thus,

v1 ≡ 0 mod 2 and so v2 ≡ 1 mod 2. Now (W) implies that r2 ≡ 1 mod 2 and hence,

̺2 ≡ 0 mod 2. But Proposition 2 yields a contradiction.

Thus, we must have r1 ≡ 1 mod 2. Hence, u3ν1 ≡ 0 mod 2. First suppose

u3 ≡ 1 mod 2 and so r2 ≡ 1 mod 2. Thus, ν1 ≡ 0 mod 2 and so v1 ≡ 1 mod 2. This

implies that ̺1 ≡ 0 mod 2. Proposition 2 then implies that s1 ≡ 1 mod 2, m = 2,

and ̺2 ≡ 1 mod 2; thus, v2 ≡ 0 mod 2. By (I2), s1 ≡ ν1 ≡ 0 mod 2, a contradiction.

Therefore, u3 ≡ 0 mod 2 and so r2≡ 0 mod 2. Since by Proposition 2, ̺2≡0 mod 2,

we have v2 ≡ 0 mod 2. Thus, from above we have u1 ≡ 0 mod 2, r1 ≡ v1 ≡ 1 mod 2,

ν1 ≡ 0 mod 2. Now (II2) then implies m > 2. By (I) we thus have s1 ≡ 0 mod 2m−1

and u1 ≡ 0 mod 2m−2. But then (II3) implies that 0 ≡ 2m−2 mod 2m−1, a contra-

diction. This establishes the proposition. �
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Proposition 4. There exists no group G satisfying Condition (C) above with

λ = 2.

P r o o f. In order to take advantage of the congruences (I), we first show that r2
and v2 are both even. We consider an argument depending on the parity of ν2.

First suppose ν2 ≡ 1 mod 2. Then (III(3)) implies that u3 ≡ 0 mod 2 and so

by (W), r2 ≡ 0 mod 2. But then (III(2)) implies that v2 ≡ 0 mod 2.

Next suppose ν2 ≡ 0 mod 2. Assume for the sake of argument that v2 ≡ 1 mod 2.

Then by Proposition 2, (II2), and (W), we see that r2 must be odd and thus

̺2 ≡ 0 mod 2. But (W) then implies u3 ≡ 1 mod 2, contradicting Proposition 2.

Therefore, v2 ≡ 0 mod 2. Now (III(1)) then implies that in particular µ2 ≡ 1 mod 2.

Hence by (III(2)) we see that r2 ≡ 0 mod 2.

Thus, we have shown that r2 ≡ v2 ≡ 0 mod 2. In particular (III(1)) gives us

(µ2, ν2) 6≡ (0, 0) mod 2. Moreover, by (I) we have

s2 ≡ 2m−2ν2 mod 2m−1, or equivalently s′2 ≡ 2n−2ν2 mod 2n−1,

v2 ≡ 2n−2µ2 mod 2n−1, u2 ≡ 0 mod 2m−2, r2 ≡ 0 mod 2m−2.

Next, we show that µ2 must be even. Notice that (II3) implies that

u1s
′

3µ2 − u3s
′

1µ2 ≡ 2n−2µ2 mod 2n−1.

We will be done if we can show the left-hand side ≡ 0 mod 2n−1. By (III(3))

u1s
′

3µ2 ≡ −u1v3ν2 + 2u1ν0 mod 2n−1.

By (W) (looking modulo 2n−1), we have

−u1v3ν2 ≡ −u1s
′

2ν2 + 2s′1u1µ0ν2 + 2v1u1ν0ν2 mod 2n−1,

−u3s
′

1µ2 ≡ −r2s
′

1µ2 + 2r1µ0s
′

1µ2 + 2u1ν0s
′

1µ2 mod 2n−1.

Thus, we have

u1s
′

3µ2 − u3s
′

1µ2 ≡ − u1s
′

2ν2 + 2s′1u1µ0ν2 + 2v1u1ν0ν2 + 2u1ν0

− r2s
′

1µ2 + 2r1µ0s
′

1µ2 + 2u1ν0s
′

1µ2 mod 2n−1.

By (III(1)) we have

2s′1µ0(u1ν2 + r1µ2) ≡ −2s′1u2µ0 ≡ 0 mod 2n−1,

2u1ν0(v1ν2 + s′1µ2) ≡ −2u1ν0(1 + v2) ≡ −2u1ν0 mod 2n−1.

Hence,

u1s
′

3µ2 − u3s
′

1µ2 ≡ −u1s
′

2ν2 − r2s
′

1µ2 mod 2n−1.

83



Finally, by applying (II1) and (III(2)) to the right-hand side, we get

u1s
′

3µ2 − u3s
′

1µ2 ≡ −s′1(u2ν2 + r2µ2) ≡ 0 mod 2n−1,

as desired. Therefore, µ2 ≡ 0 mod 2.

Hence, the proof of the proposition is reduced to the case (µ2, ν2) ≡ (0, 1) mod 2.

By (I) we thus have

s′2 ≡ 2n−2 mod 2n−1, v2 ≡ 0 mod 2n−1, r2 ≡ 0 mod 2m−2.

Then (III(2)) implies that

u2 ≡ 0 mod 2m−1.

By (III(1)),

u1 ≡ 0, v1 ≡ 1 mod 2.

(III(3)) implies that

u3 ≡ 0 mod 2.

Therefore, by (II3) we see that m > 3.

Next notice that (II3) implies that

u1s
′

3ν2 − u3s
′

1ν2 ≡ 2n−2 mod 2n−1.

We complete the proof by showing that the left-hand side is ≡ 0 mod 2n−1.

By (III(1)) and the fact that s′3 ≡ 0 mod 2n−m+1 by Proposition 2, we have

u1ν2s
′

3 ≡ −r1s
′

3µ2 mod 2n−1.

(III(3)) implies

−r1s
′

3µ2 ≡ r1v3ν2 − 2r1ν0 mod 2n−1.

By (W)

r1v3ν2 ≡ r1s
′

2ν2 − 2s′1r1µ0ν2 − 2v1r1ν0ν2 mod 2n−1.

By (III(1))

−2r1ν0v1ν2 ≡ 2r1ν0s
′

1µ2 + 2r1ν0 mod 2n−1,

implying that

u1s
′

3ν2 ≡ r1s
′

2ν2 − 2s′1r1µ0ν2 + 2r1ν0s
′

1µ2 mod 2n−1.

By (W) we have

−u3s
′

1ν2 ≡ −r2s
′

1ν2 + 2r1s
′

1µ0ν2 + 2u1s
′

1ν0ν2 mod 2n−1

and therefore,

u1s
′

3ν2 − u3s
′

1ν2 ≡ r1s
′

2ν2 − r2s
′

1ν2 + 2s′1ν0r1µ2 + 2s′1ν0u1ν2 mod 2n−1.
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But (III(1)) implies that

2s′1ν0(r1µ2 + u1ν2) ≡ 0 mod 2n−1

and thus,

u1s
′

3ν2 − u3s
′

1ν2 ≡ (r1s
′

2 − r2s
′

1)ν2 mod 2n−1.

Now, by (II2) we have

̺2s
′

1 − ̺1s
′

2 ≡ 2n−2 mod 2n−1.

But since v2 ≡ 0, s′2 ≡ 2n−2 mod 2n−1 as above, we see that

̺2s
′

1 − ̺1s
′

2 ≡ (r1s
′

2 − r2s
′

1) + 2n−2 mod 2n−1,

which implies that

(r1s
′

2 − r2s
′

1)ν2 ≡ 0 mod 2n−1.

This yields the desired contradiction and thus the proof of the proposition is estab-

lished. �

We are now left with the case where λ = 3, which is a little more involved. We

first start with a lemma.

Lemma 5. Let G satisfy Condition (C) above with λ = 3. Then the following

congruences hold:

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ (u3s
′

1 − v3r1)ν3 mod 2n−1,

(u1s
′

2 − u2s
′

1)ν3 ≡ u1v3ν3 + u3s
′

1µ3 mod 2n−1.

P r o o f. By Proposition 2 and (W), we have r3 ≡ v3 ≡ 0 mod 2 and thus,

(I) yields

s′3 ≡ 2n−2ν3 mod 2n−1, v3 ≡ 2n−2µ3 mod 2n−1, u3 ≡ r3 ≡ 0 mod 2m−2.

We first consider (̺1s
′

2 − ̺2s
′

1)ν3. Since ̺2 = v2 − r2, we have

−̺2s
′

1ν3 = −v2ν3s
′

1 + r2ν3s
′

1.

(III(2)) implies that

−v2ν3 ≡ s′2µ3 + 2ν0 mod 2n−1.

Now by (W)

−v2ν3 ≡ v3µ3 + 2s′1µ0µ3 + 2v1ν0µ3 + v2µ3δ + 2ν0 mod 2n−1,

r2ν3 ≡ u3ν3 + 2r1µ0ν3 + 2u1ν0ν3 + u2ν3δ mod 2m−1.
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(III(1)) implies that

2µ0s
′

1µ3 ≡ −2µ0v1ν3 + 2µ0δ mod 2n−1, 2ν0u1ν3 ≡ −2ν0r1µ3 − 2ν0 mod 2m−1.

Hence,

−̺2s
′

1ν3 ≡ v3µ3s
′

1 + u3ν3s
′

1 − 2µ0v1ν3s
′

1 + 2v1ν0µ3s
′

1 + 2µ0r1ν3s
′

1 − 2ν0r1µ3s
′

1

+ (v2µ3s
′

1 + u2ν3s
′

1 + 2µ0s
′

1)δ mod 2n−1.

On the other hand, by (W) we have

̺1s
′

2ν3 ≡ v3̺1ν3 + 2s′1µ0̺1ν3 + 2v1ν0̺1ν3 + v2̺1ν3δ mod 2n−1.

Therefore, we get

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ v3µ3s
′

1 + u3ν3s
′

1 + v3̺1ν3 + 2v1ν0µ3s
′

1 − 2ν0r1µ3s
′

1 + 2v1ν0̺1ν3

+ (v2µ3s
′

1 + u2ν3s
′

1 + 2µ0s
′

1 + v2̺1ν3)δ mod 2n−1.

Now, by (III(1)) we have

2v1ν0s
′

1µ3 ≡ −2v1ν0v1ν3 + 2v1ν0δ mod 2n−1,

−2r1ν0(s
′

1µ3 + v1ν3) ≡ −2r1ν0δ mod 2n−1,

v2s
′

1µ3 + v2v1ν3 ≡ −s′3v2 + v2δ mod 2n−1,

and (III(2)) implies

−r1v2ν3 ≡ r1s
′

2µ3 + 2r1ν0 mod 2n−1.

These along with (II1) yield

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ v3µ3s
′

1 + u3ν3s
′

1 + v3̺1ν3

+ (2v1ν0 + 2µ0s
′

1 − s′3v2 + v2δ + u1s
′

2ν3 + r1µ3s
′

2)δ mod 2n−1.

By (III(1))

u1s
′

2ν3 + r1µ3s
′

2 ≡ −s′2 mod 2n−1

and then by (W) we obtain

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ v3µ3s
′

1 + u3ν3s
′

1 + v3v1ν3 − v3r1ν3 − (v3 + s′3v2)δ mod 2n−1.

Since δ is even and by the congruence relations on v3 and s′3 above, we see that

(v3+s′3v2)δ ≡ 0 mod 2n−1, and thus by (III(1)) (since v3(s
′

1µ3+v1ν3) ≡ 0 mod 2n−1)

we have

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ (u3s
′

1 − v3r1)ν3 mod 2n−1,

as desired.
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For the second congruence, first notice by (W) that

u1s
′

2ν3 ≡ u1v3ν3 + 2u1s
′

1µ0ν3 + 2u1v1ν0ν3 + u1v2ν3δ mod 2n−1.

By (III(2)) and the congruences above,

−u2ν3s
′

1 ≡ r2µ3s
′

1 + 2µ0s
′

1 mod 2n−1,

and by (W)

r2µ3s
′

1 ≡ u3µ3s
′

1 + 2r1µ3µ0s
′

1 + 2u1ν0µ3s
′

1 + u2µ3s
′

1δ mod 2n−1,

which imply that

u1s
′

2ν3 − u2s
′

1ν3 ≡ u1v3ν3 + u3µ3s
′

1 + 2u1s
′

1µ0ν3 + 2u1v1ν0ν3 + 2r1µ0µ3s
′

1

+ 2u1ν0µ3s
′

1 + 2µ0s
′

1 + (u1v2ν3 + u2µ3s
′

1)δ mod 2n−1.

(III(1)) (along with the congruences above) then implies that

2s′1µ0(u1ν3 + r1µ3) ≡ −2s′1µ0 mod 2n−1, 2u1ν0(v1ν3 + s′1µ3) ≡ 2u1ν0δ mod 2n−1,

and thus,

u1s
′

2ν3 − u2s
′

1ν3 ≡ u1v3ν3 + u3s
′

1µ3 + (2u1ν0 + u1v2ν3 + u2s
′

1µ3)δ mod 2n−1.

By (II1)

u2s
′

1µ3 ≡ u1s
′

2µ3 mod 2n−1,

and so

u1s
′

2ν3 − u2s
′

1ν3 ≡ u1v3ν3 + u3s
′

1µ3 + u1(2ν0 + v2ν3 + s′2µ3)δ mod 2n−1.

But by (III(2)) we have 2ν0 + v2ν3 + s′2µ3 ≡ 0 mod 2n−1, and therefore,

(u1s
′

2 − u2s
′

1)ν3 ≡ u1v3ν3 + u3s
′

1µ3 mod 2n−1,

as desired. �

With this result, we can finally prove the following proposition.

Proposition 5. There exists no group G satisfying Condition (C) above with

λ = 3.
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P r o o f. By looking at (III(1)) modulo 2, we have (µ3, ν3) 6≡ (0, 0) mod 2. First

suppose (µ3, ν3) ≡ (0, 1) mod 2. By (II2) we have

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ 2n−2 mod 2n−1.

Now Lemma 5 implies that

(̺1s
′

2 − ̺2s
′

1)ν3 ≡ (u3s
′

1 − v3r1)ν3 mod 2n−1.

By (I) we see that v3 ≡ 0 mod 2n−1 and s3 ≡ 2m−2 mod 2m−1. (III(1)) implies

that u1 ≡ 1 mod 2 and hence, Proposition 2 yields s1 ≡ 1 mod 2. Thus, by (II3),

u3 ≡ 0 mod 2m−1. Therefore,

(u3s
′

1 − v3r1)ν3 ≡ 0 mod 2n−1.

This is the desired contradiction in this case.

By (II1) and Lemma 5 we have

0 ≡ (u1s
′

2 − u2s
′

1)ν3 ≡ u1v3ν3 + u3s
′

1µ3 mod 2n−1.

For µ3 ≡ 1 mod 2, we show that the right-hand side ≡ 2n−2 mod 2n−1, giving us the

desired contradiction.

Assume that (µ3, ν3) ≡ (1, 0) mod 2. Hence, by (I), v3ν3 ≡ 0 mod 2n−1. Also

by (I), s3 ≡ 0 mod 2m−1, and thus by (II3) we have u3s1 ≡ 2m−2 mod 2m−1. There-

fore, again by (I), s1 ≡ 1 mod 2 and u3 ≡ 2m−2 mod 2m−1. Hence,

u1v3ν3 + u3s
′

1µ3 ≡ 2n−2 mod 2n−1,

as we wanted.

Finally, assume (µ3, ν3) ≡ (1, 1) mod 2. First suppose u3≡0 mod 2m−1. Then (II3)

implies that u1 ≡ 1 mod 2 and since by (I) v3 ≡ 2n−2 mod 2n−1, we have

u1v3ν3 + u3s
′

1µ3 ≡ 2n−2 mod 2n−1,

giving the desired contradiction. Now suppose u3 ≡ 2m−2 mod 2m−1. Hence, (II3)

implies u1 6≡ s1 mod 2. But then Proposition 2 implies that u1 ≡ 0 mod 2 and so

s1 ≡ 1 mod 2. Thus, u1v3 ≡ 0 mod 2n−1. Once again we have

u1v3ν3 + u3s
′

1µ3 ≡ 2n−2 mod 2n−1,

which completes the proof of the proposition. �

Summarizing, we have proved the first part of the Main Theorem:

Theorem 2. Let G be a finite 2-group such that 4-rank(G/G′) 6 2 and

rank(G′) = 2. Then G is metabelian.
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4. The minimal order of a nonmetabelian 2-group

with a commutator subgroup of rank 2

In this section we exhibit a nonmetabelian 2-group G of order 212 with a com-

mutator subgroup G′ generated by two elements. We then show, by proving the

second part of our Main Theorem, that this is the minimal order of any 2-group with

nonabelian commutator subgroup of rank 2.

Example 1. Let G = 〈a1, a2, a3〉 such that

a81 = 1, a42 = c212, a43 = 1, c812 = c413 = c23 = 1,

c121 = c212, c122 = 1, c123 = c412c
2
13, c131 = c212, c132 = c213, c133 = 1.

Then, as verified by Magma, G/G′ ≃ (8, 4, 4), G′/G′′ ≃ (4, 4), and G′′ ≃ (2);

therefore, the derived length of G is 3 and |G| = 212.

Now we wish to show that any 2-group of order 6 211 with commutator subgroup

of rank 2 is metabelian. Toward this end, let G be a finite 2-group with nonabelian

commutator subgroup of rank 2. By Theorem 2 (and Theorems 1 and 4 in [2]),

|G| > 211 and moreover the only possibility of such a group G of order 211 is one

satisfying the following properties:

G/G′ ≃ (4, 4, 4), G′/G′′ ≃ (4, 4), G′′ ≃ (2).

We show that any group satisfying these properties does not exist by proving the

second part of the Main Theorem (where we assume that 8-rank(G/G′) = 0). We

now proceed to prove this result.

First, by Proposition 1 we may assume that G has rank 3.

For convenience we gather some of our assumptions in one place in the following

hypothesis:

(H) Assume that G is a finite 2-group, m, n are integers such that 2 6 m 6 n, and

that G′ = 〈a, b〉 is presented as

a2
m

= b2
n+1

= 1, [a, b] = b2
n

.

Before stating the next results, we introduce some notation. If x, y are elements

of a multiplicative group and α, β are integers, then define the inner product expo-

nentially as

(x, y) ∗ (α, β)t = xαyβ ,

where t indicates the transpose. Moreover, if M is any 2 × 2 matrix with integer

entries, then (x, y) ∗M is defined using the above exponential inner product:

(x, y) ∗

(

α β

γ δ

)

= (xαyγ , xβyδ).
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In terms of our 2-group G above, the following properties are satisfied by the oper-

ation ∗.

Lemma 6. Let G satisfy Hypothesis (H) above. Suppose w = (x, y) ∈ G′ × G′,

where the group operation is defined componentwise.

(i) Let A and B be either both 2× 2 or both 2 × 1 matrices with integral entries.

If at least one of A and B has all entries even, then

w ∗ (A+B) = (w ∗A)(w ∗B).

(ii) Let A be a 2× 2 matrix with even integer entries and let B be either a 2× 2 or

a 2× 1 matrix with arbitrary integer entries. Then

w ∗AB = (w ∗A) ∗B.

P r o o f. (Sketch.) LetA =
(

α β

γ δ

)

andB =
(

α′ β′

γ′ δ′

)

with arbitrary integer entries.

Then we have

w ∗ (A+ B) = (xα+α′

yγ+γ′

, xβ+β′

yδ+δ′)

and on the other hand

(w ∗A)(w ∗B) = (xαyγxα′

yγ
′

, xβyδxβ′

yδ
′

).

If all the entries in at least one of A or B are even, then these two expressions are

equal since Hypothesis (H) implies that G2
2 = Z(G2). A similar argument works if A

and B are 2× 1 matrices. This establishes (i).

With respect to (ii), let A and B be as above. Then

w ∗ (AB) = (xαα′+βγ′

yγα
′+δγ′

, xαβ′+βδ′yγβ
′+δδ′)

and on the other hand

(w ∗A) ∗B = ((xαyγ)α
′

(xβyδ)γ
′

, (xαyγ)β
′

(xβyδ)δ
′

).

If all the entries in A are even, then the two expressions are equal, since again

G2
2 = Z(G2). The argument is similar when B is a 2 × 1 matrix. Hence (ii) is

established. �

Proposition 6. Let G satisfy Hypothesis (H) above. By Lemma 3 for x ∈ G

there is a 2 × 2 matrix A =
(

2r 2u

2s′ 2v

)

with integers r, s, u, v, and s′ = 2n−ms such

that ([a, x], [b, x]) = (a, b) ∗A. Then the following are valid:
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(i) If (c, d) = (a, b) ∗B, where B is a 2× 2 matrix with integer entries, then

([c, x], [d, x]) = (a, b) ∗ (AB).

(ii) For any integer κ > 0,

([a, xκ], [b, xκ]) = (a, b) ∗
(

(I +A)κ − I
)

,

where I is the 2× 2 identity matrix.

P r o o f. To prove (i), let (c, d) = (a, b) ∗ B, where B =
(

h i

j k

)

. Hence, (c, d) =

(ahbj , aibk). But then

([c, x], [d, x]) = ([a, x]h[b, x]j , [a, x]i[b, x]k) = ([a, x], [b, x]) ∗B

= ((a, b) ∗A) ∗B = (a, b) ∗ (AB)

by Lemma 6.

With respect to (ii), we use induction on κ. The result is certainly true for κ = 0

and 1. So now suppose that for some κ > 1, we have

([a, xκ], [b, xκ]) = (a, b) ∗ ((I +A)κ − I).

We then show that

([a, xκ+1], [b, xκ+1]) = (a, b) ∗ ((I +A)κ+1 − I).

First notice that

(I +A)κ+1 − I = (I +A)κ − I +A
(

(I +A)κ − I
)

+A.

Hence,

(a, b) ∗
(

(I +A)κ+1 − I
)

= (a, b) ∗ ((I +A)κ − I +A((I +A)κ − I) +A)

= (a, b) ∗ ((I +A)κ − I)(a, b) ∗A((I +A)κ − I)(a, b) ∗A

by Lemma 6. Now by the induction hypothesis

([a, xκ], [b, xκ]) = (a, b) ∗
(

(I +A)κ − I
)

and

(a, b) ∗A((I +A)κ − I) = ([a, xκ, x], [b, xκ, x])

by (i) above. Hence,

(a, b) ∗ ((I +A)κ+1 − I) = ([a, xκ][a, xκ, x][a, x], [b, xκ][b, xκ, x][b, x])

= ([a, xκ+1], [b, xκ+1])

by (3). �
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Corollary 1. Let G satisfy Hypothesis (H) above and suppose x ∈ G such that

x4 ∈ G′, say x4 = aµbν . Let ([a, x], [b, x]) = (a, b)∗A with A =
(

2r 2u

2s′ 2v

)

, as described

in Proposition 6. Then

([a, x4], [b, x4]) = (a, b) ∗ ((I +A)4 − I) = (b2
nν , b2

nµ).

Equivalently, let

((I +A)4 − I) =

(

α11 α12

α21 α22

)

,

then

α11 ≡ 0 mod 2m, α12 ≡ 0 mod 2m,

α21 ≡ 2nν mod 2n+1, α22 ≡ 2nµ mod 2n+1.

Moreover,

α11 = 8(r(r + 1)(1 + 2r(r + 1)) + s′u(1 + 2(v + 1)2 + 2r(3r + 4) + 4rv) + 2s′2u2),

α22 = 8(v(v + 1)(1 + 2v(v + 1)) + s′u(1 + 2(r + 1)2 + 2v(3v + 4) + 4rv) + 2s′2u2)

and

α12 = ηu, α21 = ηs′,

where

η = 8(1 + 3(r + v) + 4(r2 + v2) + 2(r3 + v3) + 2rv(2 + r + v) + 4s′u(1 + r + v)).

We leave the details to the reader, except to observe that, for example, the com-

mutator [a, x4] = [a, aµbν ] = [a, b]ν = b2
nν etc. Also, the expressions for αij are

found by direct computation.

Proposition 7. Let G satisfy Hypothesis (H) and suppose x, y ∈ G and [x, y] =

aαbβ with integers α, β such that αβ ≡ 0 mod 2. Let A be as in Proposition 6 so

that ([a, x], [b, x]) = (a, b) ∗A . Then for all integers κ > 0,

[x2κ , y] = (a, b) ∗ C(κ)

(

α

β

)

,

where (formally)

C(κ) = ((I +A)2
κ

− I)A−1.

P r o o f. The result is trivial for κ = 0. For κ > 1, the proposition will be

established by proving the following statement by induction on κ: for any κ > 1 for

all x, y ∈ G and all integers α, β with αβ ≡ 0 mod 2,

[x2κ , y] = (a, b) ∗ C(κ)

(

α

β

)

.
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We first show the statement is true for κ = 1. By (3) and the fact that G3 ⊆ Z(G2),

[x2, y] = [x, y]2[x, y, x] = (aαbβ)2[aαbβ, x] = a2αb2β [b, a]αβ[a, x]α[b, x]β

= (a, b) ∗ (2I +A)

(

α

β

)

[a, b]−αβ = (a, b) ∗ C(1)

(

α

β

)

[a, b]−αβ

= (a, b) ∗ C(1)

(

α

β

)

,

since αβ is even and [a, b] has order 2. Thus, the proposition holds for κ = 1.

Suppose the statement is true for some κ > 1. We then show

[x2κ+1

, y] = (a, b) ∗ C(κ+ 1)

(

α

β

)

.

On one hand,

[x2κ+1

, y] = [(x2κ)2, y] = [x2κ , y]2[x2κ , y, x2κ ].

By the induction hypothesis and Lemma 6,

[x2κ , y]2 = (a, b) ∗ 2C(κ)

(

α

β

)

.

Also by Proposition 6 we have

[x2κ , y, x] = (a, b) ∗AC(κ)

(

α

β

)

,

or equivalently

[x, [x2κ , y]] = (a, b) ∗

(

−AC(κ)

(

α

β

))

.

Hence, by the induction hypothesis

[x2κ , [x2κ , y]] = (a, b) ∗

(

−AC(κ)2
(

α

β

))

or equivalently

[x2κ , y, x2κ ] = (a, b) ∗AC(κ)2
(

α

β

)

.

Hence,

[x2κ+1

, y] = (a, b) ∗ (2C(κ) +AC(κ)2)

(

α

β

)

.

On the other hand, a straightforward argument shows that

C(κ+ 1) = 2C(κ) +AC(κ)2.

All this establishes the proposition. �
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We will only need the following special case.

Corollary 2. Assume all the conditions in Proposition 7. In addition suppose

x4 = aµbν . Let A∗ be the matrix with even integral entries such that ([a, y], [b, y]) =

(a, b) ∗A∗. Then

(a, b) ∗ C(2)

(

α

β

)

= (a, b) ∗A∗

(

µ

ν

)

,

where C(2) =
(

(I +A)4 − I
)

A−1 = 4I + 6A+ 4A2 +A3.

Equivalently, let

A = 2

(

r u

s′ v

)

, A∗ = 2

(

r∗ u∗

s∗′ v∗

)

, C(2) =

(

γ11 γ12
γ21 γ22

)

,

where the entries of A∗ are defined analogously to those of A. Then

2(r∗µ+ u∗ν) ≡ γ11α+ γ12β mod 2m, 2(s∗′µ+ v∗ν) ≡ γ21α+ γ22β mod 2n+1,

and
γ11 = 4((1 + r)(1 + 2r(1 + r)) + 2s′u(2 + v + 2r)),

γ22 = 4((1 + v)(1 + 2v(1 + v)) + 2s′u(2 + r + 2v)),

γ12 = τu, γ21 = τs′,

where

τ = 4
(

3 + 4(r + v) + 2(r2 + v2) + 2rv + 2s′u
)

.

Now we are ready to prove the second part of our Main Theorem.

Theorem 3. There are no finite 2-groups G with 8-rank(G/G′) = 0 such that G′

is nonabelian of rank 2.

This theorem will follow from the results below.

First notice that by Theorem 2, Proposition 1, and Lemmas 1 and 2 (i), we need

only show the nonexistence of groups G satisfying the following assumptions:

(A1) G/G′ ≃ (4, 4, 4);

(A2) G = 〈a1, a2, a3〉 with a4i = aµibνi for some µi, νi ∈ Z, i = 1, 2, 3;

(A3) G′ = 〈a, b〉 with presentation a2
m

= b2
n+1

= 1, b2
n

= [a, b], where 2 6 m 6 n;

(A4) c12 = b, c13 = ab−δ, c23 = a2µ0b2ν0 for some integers δ, µ0, ν0 with δ even.

Now let G satisfy Assumptions (A1)–(A4) and define the matrices Ai by

([a, ai], [b, ai]) = (a, b) ∗Ai, where Ai = 2

(

ri ui

s′i vi

)

,

and where s′i = 2n−msi.

94



Then Corollary 1 takes the following form (i = 1, 2, 3):

α11(i) ≡ 0 mod 2m, α12(i) ≡ 0 mod 2m,(C(i))

α21(i) ≡ 2nνi mod 2n+1, α22(i) ≡ 2nµi mod 2n+1,

where

α11(i) = fi(ri, vi), α12(i) = η(i)ui, α21(i) = η(i)s′i, α22(i) = fi(vi, ri),

such that

fi(x, y) = 8(x(1+x)(1+2x(1+x))+ s′iui(1+2(1+ y)2+2x(3x+4)+4xy)+ 2s′2i u
2
i )

and

η(i) = 8(1+3(ri+vi)+4(r2i +v2i )+2(r3i +v3i )+2rivi(2+ri+vi)+4s′iui(1+ri+vi)).

Corollary 2 becomes (for i, j = 1, 2, 3):

2(rjµi + ujνi) ≡ γ11(i)α(i, j) + γ12(i)β(i, j) mod 2m,(C(i, j))

2(s′jµi + vjνi) ≡ γ21(i)α(i, j) + γ22(i)β(i, j) mod 2n+1,

and
γ11(i) = 4((1 + ri)(1 + 2ri(1 + ri)) + 2s′iui(2 + vi + 2ri)),

γ22(i) = 4((1 + vi)(1 + 2vi(1 + vi)) + 2s′iui(2 + ri + 2vi)),

γ12(i) = τ(i)ui, γ21(i) = τ(i)s′i,

where

τ(i) = 4(3 + 4(ri + vi) + 2(r2i + v2i ) + 2rivi + 2s′iui)

and cij = aα(i,j)bβ(i,j).

Since cij = aα(i,j)bβ(i,j), we have the following table of values for α and β:

α/β i = 1 i = 2 i = 3
α(i, 1) 0 0 −1

β(i, 1) 0 −1 δ

α(i, 2) 0 0 −2µ0

β(i, 2) 1 0 −2ν0
α(i, 3) 1 2µ0 0

β(i, 3) −δ 2ν0 0

Now, in order to prove the theorem, we consider the cases m = 2 and m > 3

separately.

Proposition 8. There exists no group G satisfying Assumptions (A1)–(A4) for

which m = 2.
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P r o o f. Since m = 2, Proposition 2 and (W) imply that





u1 v1 r1 s1

u2 v2 r2 s2
u3 v3 r3 s3



 ≡





u1 v1 r1 1

0 0 1 0

1 0 0 0



 mod 2.

By (C(i)) notice that α21(i) = η(i)2n−2si ≡ 0 mod 2n+1, since η(i) ≡ 0 mod 8 and

thus, 2nνi ≡ 0 mod 2n+1. Therefore, we have

ν1 ≡ ν2 ≡ ν3 ≡ 0 mod 2.

Also by (C(i)) again, α22(i) ≡ 8vi(1 + vi) mod 2n+1 (α22(i) ≡ 0 mod 2n). Thus,

2nµi ≡ 8vi(1 + vi) mod 2n+1.

Next, consider (C(i, j)). In particular notice that rjµi + ujνi ≡ 0 mod 2, since

γ11(i) ≡ γ12(i) ≡ 0 mod 4. But since r2 ≡ 1 mod 2 and νi ≡ 0 mod 2, we have

µ1 ≡ µ2 ≡ µ3 ≡ 0 mod 2.

Hence, from the above we have

vi(1 + vi) ≡ 0 mod 2n−2.

Also notice that γ21(i) ≡ 2nsi mod 2n+1 (since τ(i) ≡ 4 mod 8) and γ22(i) ≡

4(1 + vi) mod 2n+1. Hence, (C(i, j)) implies

(E(i, j)) 2n−2sjµi + vjνi ≡ 2n−1siα(i, j) + 2(1 + vi)β(i, j) mod 2n.

Now we consider the cases n = 2 and n > 3 individually.

Let n = 2. Then we have (refer to the table of values for α and β above)

(E(1,3)) s3µ1 + v3ν1 ≡ 2s1 − 2(1 + v1)δ mod 4,

or equivalently,

s1 ≡ 0 mod 2,

a contradiction, since s1 ≡ 1 mod 2.

Now suppose n > 3. Recall from above that vi(1 + vi) ≡ 0 mod 2n−2. Then

(E(1,2)) 2n−2s2µ1 + v2ν1 ≡ 2(1 + v1) mod 2n.

Consequently, v1 ≡ 1 mod 2, and so

1 + v1 ≡ 0 mod 2n−2.
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We have

(E(1,1)) 2n−2s1µ1 + v1ν1 ≡ 0 mod 2n,

and thus,

ν1 ≡ 0 mod 4.

Finally,

(E(1,3)) 2n−2s3µ1 + v3ν1 ≡ 2n−1s1 − 2(1 + v1)δ mod 2n,

and so

v3ν1 ≡ 2n−1 mod 2n.

But notice that v3 ≡ 0 mod 2n−2 and ν1 ≡ 0 mod 4. Therefore, 0 ≡ 2n−1 mod 2n,

a contradiction.

Thus, we have established the proposition. �

Now we consider the case when m > 3.

Proposition 9. There exists no group G satisfying Assumptions (A1)–(A4) for

which m > 3.

P r o o f. Since m > 3, Proposition 2 and (W) imply that





u1 v1 r1 s1
u2 v2 r2 s2
u3 v3 r3 s3



 ≡





u1 v1 r1 s1
0 0 0 0

0 0 0 0



 mod 2.

Thus, by Lemma 2 (ii), we choose the basis elements ai of G so that δ = 0, i.e., so

that c12 = b and c13 = a.

Now consider the consequences of (C(i)) for i = 2, 3. Since ri ≡ vi ≡ 0 mod 2

for i = 2, 3, we have η(i) ≡ 8 mod 16. Hence, 0 ≡ α12(i) = η(i)ui mod 2m and

thus, ui ≡ 0 mod 2m−3. Similarly, 2nνi ≡ α21(i) = η(i)s′i mod 2n+1, whence s′i ≡

2n−3νi mod 2n−2. From this, we see that 0 ≡ α11(i) ≡ 8ri(1 + ri) mod 2m and

thus, ri ≡ 0 mod 2m−3. Finally, since 2nµi ≡ α22(i) ≡ 8vi(1 + vi) mod 2n+1, we get

vi ≡ 2n−3µi mod 2n−2. Summarizing we have:

For i = 2, 3,

(E(i)) ri ≡ ui ≡ 0 mod 2m−3, s′i ≡ 2n−3νi mod 2n−2, vi ≡ 2n−3µi mod 2n−2.

With respect to (C(i, j)), by applying (E(i)) (again with i = 2, 3) we obtain

γ11(i) ≡ 4(1 + ri) mod 2m, γ12(i) ≡ −4ui mod 2m,

γ21(i) ≡ 2n−1νi mod 2n, γ22(i) ≡ 4(1 + vi) + 2nµi mod 2n+1.
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(Notice that to obtain the congruence for γ21 using (E(i)) we needed to consider the

congruence modulo 2n rather than 2n+1.) We thus obtain the following congruences

from (C(i, j)) (and the table below it):

r1µ3 + u1ν3 ≡−2(1 + r3) mod 2m−1, s′1µ3 + v1ν3 ≡ 2n−2ν3 mod 2n−1,(E(3,1))

r1µ2 + u1ν2 ≡ 2u2 mod 2m−1, s′1µ2 + v1ν2 ≡−2(1 + v2) + 2n−1µ2 mod 2n.(E(2,1))

Now let R and Ω be the matrices given by

R =

(

r1 u1

s′1 v1

)

, Ω =

(

µ3 µ2

ν3 ν2

)

.

Hence, we see that

RΩ ≡ 2I mod 4,

where I is the identity matrix. (This is obvious for n > 4 and also holds for n = 3

since (E(i)) then implies that ν3 ≡ 0 mod 2 for recall that s3 is even.) Therefore,

detR detΩ = det(RΩ) ≡ 4 mod 8 and thus, we have 3 possibilities

(a) detR ≡ 1 mod 2 and detΩ ≡ 4 mod 8,

(b) detR ≡ 2 mod 4 and detΩ ≡ 2 mod 4,

(c) detR ≡ 4 mod 8 and detΩ ≡ 1 mod 2.

Again using (C(1,1)), we see that

r1µ1 + u1ν1 ≡ 0 mod 2m−1, s′1µ1 + v1ν1 ≡ 0 mod 2n,

and hence,

R

(

µ1

ν1

)

=

(

2m−1x

2ny

)

for some integers x, y. By multiplying by adjR = (detR)R−1, the adjoint of R, we

obtain

detR

(

µ1

ν1

)

=

(

v1 −u1

−s′1 r1

)(

2m−1x

2ny

)

.

Therefore,

(4) detR

(

µ1

ν1

)

≡

(

2m−1v1x

2m−1s′1x

)

mod 2n.

Now by (C(1,2)) and (C(1,3)) we get in particular

r2µ1 + u2ν1 ≡
1

2
γ12(1) mod 2m−1,(E(1,2))

s′3µ1 + v3ν1 ≡
1

2
γ21(1) mod 2n,(E(1,3))

where γ12(1) = τ(1)u1, γ21(1) = τ(1)s′1, and τ(1) ≡ 4 mod 8.
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From all of this, we want to arrive at a contradiction of some sort. The way we

do it is with the congruence (essentially) (II3):

u1s
′

3 − u3s
′

1 ≡ 2n−2 mod 2n−1.

If we can get u1s
′

3 ≡ u3s
′

1 ≡ 0 mod 2n−1, then we would have 0 ≡ 2n−2 mod 2n−1,

the desired contradiction.

Notice that if u1 ≡ 0 mod 2m−2, then since s′3 ≡ 0 mod 2n−3, we would have

u1s
′

3 ≡ 0 mod 2n+m−5. Hence, if m > 4, then we would have u1s
′

3 ≡ 0 mod 2n−1.

So given m > 4, we see from (E(1,2)) above that u1 ≡ 0 mod 2m−2 if r2µ1 + u2ν1 ≡

0 mod 2m−1. Since r2 ≡ u2 ≡ 0 mod 2m−3, we see that it suffices that µ1 ≡ ν1 ≡

0 mod 4. Since m > 4 and by (4) above, we have µ1 ≡ ν1 ≡ 0 mod 4, if detR ≡

1 mod 2 or ≡ 2 mod 4.

Thus, in summary, if m > 4 and detR ≡ 1 mod 2 or ≡ 2 mod 4, then u1s
′

3 ≡

0 mod 2n−1. But given these conditions, since s′3 ≡ v3 ≡ 0 mod 2n−3 and µ1 ≡ ν1 ≡

0 mod 4, we see that s′3µ1+v3ν1 ≡ 0 mod 2n−1. But then by (E(1,3)) above, we have

s′1 ≡ 0 mod 2n−2. Thus since u3 ≡ 0 mod 2, we obtain u3s
′

1 ≡ 0 mod 2n−1.

Therefore, if m > 4 and detR ≡ 1 mod 2 or ≡ 2 mod 4, then we have a contradic-

tion.

Hence, we are left to consider the cases:

(i) m > 4 with detR ≡ 4 mod 8,

(ii) m = 3.

Suppose m > 4 with detR ≡ 4 mod 8. Then detΩ ≡ 1 mod 2, and thus multiply-

ing RΩ ≡ 2I mod 4 by adjΩ, we obtain R ≡ 2 adjΩ mod 4. Therefore, in particular

v1 ≡ s′1 ≡ 0 mod 2. Hence, by (4), we have µ1 ≡ ν1 ≡ 0 mod 4. Now the proof

follows exactly as in the previous case above.

Finally, suppose m = 3. For i = 2, 3, (E(i)) implies that si ≡ 2m−3νi mod 2m−2,

and since m = 3 and si ≡ 0 mod 2, we have ν2 ≡ ν3 ≡ 0 mod 2. This implies that

detΩ ≡ 0 mod 2. Whence we need only consider detR ≡ 1 mod 2 or ≡ 2 mod 4.

Now by (C(1)), 2nν1 ≡ α21(1) = η(1)2n−3s1 ≡ 2n(1 + ̺1)s1 mod 2n+1, since

η(1) ≡ 8(1 + ̺1) mod 16. Therefore,

(5) ν1 ≡ (1 + ̺1)s1 mod 2.

Our goal is to come up with a contradiction to (II3), which for m = 3 is given by

u1s3 − u3s1 ≡ 2 mod 4.

Suppose detR ≡ 1 mod 2. Since detR is odd and RΩ ≡ 2I mod 4, we have

Ω ≡ 2 adjR mod 4, i.e.,
(

µ3 µ2

ν3 ν2

)

≡

(

2v1 −2u1

−2s′1 2r1

)

mod 4.
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Again since detR ≡ 1 mod 2, we see by (4) that µ1 ≡ ν1 ≡ 0 mod 4. By (E(1,2))

above we have 2u1 ≡ r2µ1+u2ν1 mod 4 and thus, 2u1 ≡ 0 mod 4, i.e., u1 ≡ 0 mod 2.

But 1 ≡ detR = r1v1−u1s
′

1 mod 2. Hence, r1 ≡ v1 ≡ 1 mod 2. Thus, ̺1 ≡ 0 mod 2.

Therefore, by (5) we must have s1 ≡ 0 mod 2. But then u1s3−u3s1 ≡ 0 mod 4. This

contradicts (II3).

Now suppose detR ≡ 2 mod 4. By (4) we have µ1 ≡ ν1 ≡ 0 mod 2 and thus,

(E(1,2)) again implies that u1 ≡ 0 mod 2. By (E(1,3)), we see that 2n−2s1 ≡

2n−3s3µ1 + v3ν1 mod 2n. Hence, 2n−2s1 ≡ v3ν1 mod 2n−1 (recall that s3 is even). If

n = 3, then we have 2s1 ≡ 0 mod 4, and thus s1 ≡ 0 mod 2. On the other hand,

if n > 3, then (4) implies that ν1 ≡ 0 mod 4, since s′1 ≡ 0 mod 2. Thus, again

s1 ≡ 0 mod 2. Therefore, since u1 ≡ u3 ≡ s1 ≡ s3 ≡ 0 mod 2, we see that u1s3 −

u3s1 ≡ 0 mod 4, contradicting (II3) above. This establishes the proposition. �

With this result, we have proved Theorem 3 and therefore the Main Theorem is

now established. In light of the example above, we immediately get our Corollary to

the Main Theorem:

Corollary. The minimal order of a finite 2-group G, for which its commutator

subgroup G′ has rank 2 and is nonabelian, is 212.
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