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FIXED-TIME ADAPTIVE COMMAND-FILTER-BASED
EVENT-TRIGGERED CONTROL OF CONSTRAINED
SWITCHED NONLINEAR SYSTEMS WITH UNMODELED
DYNAMICS

Zhibao Song and Ping Li

In this paper, we investigate the problem of global output-feedback regulation for a class
of switched nonlinear systems with unknown linear growth condition and uncertain output
function. Based on the backstepping method, an adaptive output-feedback controller is designed
to guarantee that the state of the switched nonlinear system can be globally regulated to the
origin while maintaining global boundedness of the resulting closed-loop switched system under
arbitrary switchings. A numerical example is given to demonstrate the effectiveness of the
proposed control scheme.

Keywords: event-triggered control, command filter, unmodeled dynamics, function con-
straints, fixed-time stability

Classification: 93D21, 39A13

1. INTRODUCTION

As a category of important hybrid systems, the related control problems of switched
system have attracted many scholars due to its extensive application in engineering
[1, 2, 3]. In the research of switched systems, some methods, for instance, common Lya-
punov function [4], multiple Lyapunov function [5] and average dwelling time [6] have
been proposed. [7] designed finite-time controller of switched systems under different
powers using common Lyapunov function method. In [8], a switched adaptive control
method was developed combining multiple Lyapunov functions approach and parame-
ter separation idea. [9] investigated stability for switched discrete-time systems under
average dwell time. Above works consider stability and stabilization problems only for
switched systems without unmodeled dynamics.

Meanwhile, state/output constraints have turned into a hot topic of control theory
since its real applications, e.g., electromagnetic oscillators [10], electrostatic parallel plate
micro-actuators [11] and so on. To overcome this issue, the barrier Lyapunov function
(BLF) [12, 13, 14] and the nonlinear mapping [15] were constructed. In [16], a BLF-
based adaptive control was considered for nonlinear systems under full state constraints.
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[17] investigated adaptive control of constrained nonlinear system with unknown control
coefficients by Nussbaum gain technique. [18] further considered integral BLF-based
adaptive control of nonlinear switched systems. In [19], adaptive stabilizer was designed
for stochastic nonlinear constrained systems. [20] investigated an adaptive fuzzy tracking
observer-based control approach for switched uncertain nonlinear constrained systems.
Besides, [21] investigated adaptive neural control of nonlinear constrained systems uti-
lizing the nonlinear mapping idea. To avoid repeated derivation of virtual stabilizers
in recursive design procedure, command-filter based method [22] was borrowed. Subse-
quently, [23] proposed command-filter-based adaptive backstepping approach. In virtue
of command filter, adaptive observer-based control of nonlinear systems was considered
in [24]. On the basis of command filter, [25] constructed adaptive fuzzy stabilizer for
nonlinear systems subject to unknown control gains. Noting that aforementioned thesis
mainly concentrate on asymptotic properties when time attends to infinity.

To achieve better robustness and quicker response speed of system, [26] gave a crite-
rion of finite-time stability for autonomous systems and the related results were achieved,
such as [28]. Notice that the settling time functions depend on initial conditions in
finite-time control results, which hinders their engineering applications since the de-
sirable performance cannot be available without initial conditions. To this end, [29]
proposed the concept of fixed-time stability, where the associated settling time func-
tions are independent of initial conditions. Considering output/state constrains, in[30],
an fixed-time adaptive controller was devised for output constrained multiple input mul-
tiple output (MIMO) systems . [31] researched fixed-time control of nonlinear systems
subject to unmatched disturbances and output constraints. In [32], fixed-time controller
was established for nonlinear switched systems with output limitations. On the basis
of Levant differentiator [33], a new approach combining the backstepping technique and
unbounded command-filter was further put forward for nonlinear systems in [34]. By
an unbounded command filter, [35] designed adaptive finite-time stabilizer for quantized
nonlinear systems. [36] studied predefined-time bipartite consensus tracking control for a
class of constrained nonlinear multi-agent systems without unmodeled dynamics. More-
over, with the development of modern and intelligent control theories, control objectives
and objects usually turn to be more and more complicated. For instance, unmodeled
dynamics are appeared in real systems, which may result in the property degradation
of stabilizers. As a consequence, it is necessary to study fixed-time adaptive control for
switched nonlinear systems with output function constraints and unmodeled dynamics
via bounded command filter.

To further save the resource of communication for nonlinear systems, event-triggered
mechanism has attracted enormous attention, such as a static event-triggered method
recommended in [37, 38]. [39] investigated adaptive neural network event-triggered for-
mation fault-tolerant control issue for nonlinear multi-agent systems with intermittent
actuator faults. Subsequently, a dynamic event-triggered strategy was expanded in
[27, 40] and data-driven event-triggered algorithms were proposed in [41, 42]. To sum
up, a significative question is proposed: how can we construct a command-filter-based
adaptive fixed-time event-triggered stabilizer for uncertain constrained switched non-
linear systems subject to unmodeled dynamics by command filter and common barrier
Lyapunov function (CBLF)? To reply this issue, a new fixed-time backstepping control
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scheme is proposed by joining bounded command filter into CBLF in this paper. The
major advantages can be summarized below.

(i) The existing methods, such as asymptotic stability [27, 41] and finite-time stabil-
ity [28, 42] are invalid to resolve the fixed-time control problem of universal nonlinear
systems with unmodeled dynamics. Therefore, a new criterion of fixed-time stability in
Assumption 3 is given and a novel dynamic signal in Lemma 1 is proposed by charac-
terizing unmodeled impact for general dynamic systems.

(ii) Fuzzy logic systems (FLSs) and hyperbolic tangent function are simultaneously
borrowed to handle complicated, unknown and continuous nonlinear function without
the help of any linear/homogeneous growth condition. Meanwhile, the structure of the
controller is simplified.

(iii) Distinct from [13, 14, 17], the CBLF of constrained switched nonlinear system
is simplified based on command filter idea. Thus, a backstepping approach combining
CBLF and bounded command filter is generalized such that only the reference signal yd
and its time derivative are bounded. Besides, the output constraints are the functions
of both yd and time t, which can be epitomized at Step 1 different from the constraints
of only time t.

(iv) To reduce the control consumption, a new dynamic event-triggered stabilizer is
devised to render that output can track the desired signal in fixed time and the output
is kept within a constrained interval during operation.

Notations: R+ is the set of nonnegative real numbers, Rn is the set of n-dimensional
real vectors.

2. PROBLEM FORMULATION AND PRELIMINARIES

Consider uncertain switched nonlinear systems:
ẇ = ϱσ(t)(w, ζ),

ζ̇i = ζi+1 + ψi,σ(t)(ζ̄i) + di,σ(t)(w, ζ), i = 1, . . . , n− 1,

ζ̇n = u+ ψn,σ(t)(ζ) + dn,σ(t)(w, ζ),

y = ζ1

(1)

where ζ = (ζ1, . . . , ζn)
T ∈ Rn is system state, u ∈ R and y ∈ R are control input and

output, respectively. ζ̄i = [ζ1, . . . , ζi]
T for i = 1, . . . , n − 1. σ(t) is called to be the

switching signal and its values are taken in a limited set Π = {1, . . . ,M} and M is the
quantity of subsystems. ψi,π(·) are unknown smooth functions and ψi,π(0) = 0. w ∈ Rm

and di,π(·) represent unmodeled dynamics and external disturbances, severally. ϱπ(·)
and di,π(·) are unknown functions. yd(t) is the reference signal. l(yd, t) < y(t) < h(yd, t)
with l(yd, t) and h(yd, t) being differentiable functions of yd and t. Moreover, we suppose
that (1) has a unique solution in forward time for any initial condition except the origin.

The following assumption conditions are essential.
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Assumption 2.1. The reference signal yd and its first-order derivative ẏd are available
and bounded, i.e., y

0
(t) ≤ yd(t) ≤ ȳ0(t) with l(yd, t) < y

0
(t) < ȳ0(t) < h(yd, t), and

|ẏd| ≤ ȳ1 where ȳ1 > 0 is a constant.

Assumption 2.2. For i = 1, . . . , n and π ∈ Π, the disturbances di,π(w, ζ) fulfil

|di,π(w, ζ)| ≤ ϕi,π,1(∥ζ∥) + ϕi,π,2(∥w∥) (2)

where the smooth functions ϕi,π,1(∥ζ∥) > 0 and ϕi,π,2(∥ω∥) > 0 are unknown.

Assumption 2.3. System ẇ = ϱσ(t)(w, ζ) are ISPS (input-to-state practically stable)
when we can find K∞ functions ρ1(·), ρ2(·), ρ3(·), constants µ1 > 0, µ2 > 0, µ3 ≥ 0,
γ = 2n+o

2n+1 , where n ∈ Z+ and o > 1 is an odd integer and common ISPS function V (w)
(π ∈ Π) such that

ρ1(∥w∥) ≤ |V (w)| ≤ ρ2(∥w∥), (3)

∂V (w)

∂w
ϱπ(w, ζ) ≤ −µ1V (w)− µ2V

γ(w) + ρ3(|ζ1|) + µ3. (4)

Remark 2.1. In Assumption 2.1, two points should be highlighted: (i) In this paper,
the bound of yd is the function of yd and t simultaneously different from that is only
the function of t in the existing works [13, 14], which can be seen in the later Step 1;
(ii) Compared with [44], where yd and ith order derivatives of yd (i = 1, . . . , n) must
be bounded, only yd and ẏd need to be bounded in this paper. In Assumptions 2.2, the
bound of disturbances is related to the functions of states and unmodeled dynamics. In
contrast to [27], the term −µ2V

γ(w) with γ > 1 is introduced into Assumption 2.3. This
gives a fixed-time stability criterion of the switched nonlinear system with unmodeled
dynamics, which is also applied to non-switched case. Thus, Assumptions 2.1, 2.2 and
2.3 are the weaker conditions of nonlinear systems with unmodeled dynamics, and the
proposed control scheme has more extensive applications, such as fixed-time tracking
control for wheeled mobile robots.

The next definition and lemmas are vital for subsequent controller design and stability
analysis.

Definition 2.1. (Polyakov [29]) The solution ζ(t, ζ0) of system ζ̇ = f(ζ) is said to be
practically fixed-time stable if for any positive constant c, there is a positive constant
Tmax independent of initial condition such that the settling-time function T (ζ0) satisfies
supζ0∈Rn T (ζ0) ≤ Tmax, and ∥ζ(t, ζ0)∥ ≤ c for all t ≥ Tmax.

Lemma 2.1. When an ISPS function V (w) gratifies (3) and (4), for ∀µ̃1 ∈ (0, µ1),
∀µ̃2 ∈ (0, µ2), any initial condition w0 = w(0), and any function ρ̃3(ζ1) ≥ ρ3(|ζ1|), there
is a finite time T0 = T0(µ̃1, µ̃2, r0, w0), a nonnegative function B(t), ∀t ≥ 0 and a signal
given with

ṙ = −µ̃1r − µ̃2r
γ + ρ̃3(ζ1(t)) + µ3, r(0) = r0 > 0 (5)

following that B(t) = 0 (t ≥ T0)

V (w(t)) ≤ r(t) +B(t). (6)
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P r o o f . Consider the differential equation

ẋ = −µ1x− µ2x
γ , x(0) = x0 > 0. (7)

Multiplying by (1− γ)x−γ on both sides of (7) and taking y = x1−γ , we have

ẏ + µ1(1− γ)y = µ2(γ − 1), y(0) = x1−γ
0 , (8)

which is a first-order linear differential equation and its solution is

y(t) = (y(0) +
µ2

µ1
)eµ1(γ−1)t − µ2

µ1
. (9)

Substituting y = x1−γ and y(0) = x1−γ
0 into (9) yields

x(t) =
(
(x1−γ

0 +
µ2

µ1
)eµ1(γ−1)t − µ2

µ1

) 1
1−γ . (10)

With the aid of Gronwall’s lemma, the combination of (4), (5) and (10) results in

V (w(t)) ≤r(t) +
(
(V (w0)

1−γ +
µ2

µ1
)eµ1(γ−1)t − µ2

µ1

) 1
1−γ

−
(
r1−γ
0 +

µ̃2

µ̃1
)eµ̃1(γ−1)t − µ̃2

µ̃1

) 1
1−γ . (11)

Let

B(t) =max{0,(
(V (w0)

1−γ +
µ2

µ1
)eµ1(γ−1)t − µ2

µ1

) 1
1−γ −

(
r1−γ
0 +

µ̃2

µ̃1
)eµ̃1(γ−1)t − µ̃2

µ̃1

) 1
1−γ }.(12)

Due to 0 < µ̃1 < µ1, 0 < µ̃2 < µ2, r0 > 0 and γ > 1, we can find a finite time
T0 = T0(µ̃1, µ̃2, r0, w0) to ensure that B(t) = 0, ∀t ≥ T0. By (11) and (12), (6) holds
directly. □

Remark 2.2. A new dynamic signal in Lemma 1 is proposed by characterizing un-
modeled impact for usual dynamic systems. Different from [27, 28], the term −µ̃2r

γ is
introduced and it will lay the foundation of resolving practically fixed-time control issue
of nonlinear systems with unmodeled dynamics. Without loss of generality, we choose
ρ̃3(ζ1) = ζ21ρ0(ζ

2
1 ) with a smooth function ρ0(·) ≥ 0.

Lemma 2.2. (Li et al. [27]) Provided that f(ζ) is a continuous function on a compact
set Ω. Immediately a FLS θTψ(ζ) can be found to guarantee

sup
ζ∈Ω

|f(ζ)− θTψ(ζ)| ≤ ε, ∀ε > 0 (13)

with ζ = [ζ1, . . . , ζn]
T , θ = [θ1, . . . , θM ]T being weight vector, andM > 1 being quantity

of fuzzy rules. ψ(ζ) = [ψ1(ζ), . . . , ψM (ζ)]T and ψm =
∏n

i=1 µFm
i

(ζi)∑M
m=1(

∏n
i=1 µFm

i
(ζi))

with µFm
i
(ζi)

being normally selected by a Gaussian-type function.
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Lemma 2.3. (Polyakov [29]) For system ζ̇ = f(ζ), a Lyapunov function V (ζ) guaran-
tees V̇ (ζ) ≤ −a1V λ(ζ)−a2V η(ζ)+σ with constants a1 > 0, a2 > 0, σ > 0, 0 < λ < 1 and
η > 1. Then, the system solution is practically fixed-time stable and and the residual set

of the system solution is described as {limt→T ζ|V (ζ) ≤ min{( σ
a1(1−δ) )

1
λ , ( σ

a2(1−δ) )
1
η }}.

Moreover, the settling time T fulfils T ≤ Tmax := 1
(1−λ)δa1

+ 1
(η−1)δa2

with 0 < δ < 1.

Lemma 2.4. (Yu et al. [34]) For system ζ̇ = f(ζ), a Lyapunov function V (ζ) can
render V̇ (ζ) ≤ −c1V (ζ) − c2V

m(ζ), where constants c1 > 0, c2 > 0, 0 < m < 1.
Hence, the solution of ζ̇ = f(ζ) is finite-time stable, where the settling time T fulfils
T ≤ 1

c1(1−m) ln(1 +
c1
c2
V 1−m(ζ(0))).

Lemma 2.5. (Song and Li [32]) For νi ∈ R,
(∑n

i=1 |νi|
)a ≤ max{na−1, 1}∑n

i=1 |νi|a
holds with a > 0.

Lemma 2.6. (Xing et al. [37]) For ξ ∈ R and constant k > 0, we have

0 ≤ |ξ| − ξ tanh(
ξ

k
) ≤ 0.2785k. (14)

Lemma 2.7. (Li et al. [27]) Let Sν = {z| |z| < 0.2554ν}. If z /∈ Sν , then 1 −
16 tanh2(z/ν) ≤ 0.

Lemma 2.8. (Tee et al. [14]) For |ζ| < 1, it follows log 1
1−ζ2 <

ζ2

1−ζ2 .

Lemma 2.9. (Sun et al. [43]) Consider the differential equation: ζ̇ = −aζ−bζq+cβ(t),
ζ(0) ≥ 0 with the constants a, b, c > 0, q > 1 and the non-negative function β(t). Then,
it follows ζ(t) ≥ 0 for ∀t ≥ 0.

Lemma 2.10. (Sun et al. [43]) For x ≥ y ≥ 0 and p ≥ 1, then y(x− y)p ≤ p
p+1 (x

p+1−
yp+1) holds.

In this paper, our goal is to devise a dynamic event-triggered fuzzy stabilizer such that
the system output can track yd in fixed time; all the states of the closed-loop systems
are bounded; the function constraint on output signal is always maintained.

3. CONTROLLER DESIGN

In this section, a adaptive fixed-time controller is constructed by the backstepping
method combining the command filter idea with the CBLF method. Its framework
diagram is exhibited in Figure 1.
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switched system
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Event-triggered
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Fig. 1. The framework diagram of control scheme.

At first, we introduce coordinate changes:

x1 = ζ1 − yd, xj = ζj − α̃j−1, j = 2, . . . , n, (15)

with α̃j−1 being command filter output. αj−1 is command filter input, which is described
by 

ℏ̇i1 = ℏi2
ℓ2ℏ̇i2 = −satεb{sig(ℓℏi2)β}

−satεb{sig(ϕβ(ℏi1 − αi, ℓℏi2))
β

2−β }
(16)

with 0 < β < 1, ℓ > 0, sig(·)p = sign(·)| · |p,

ϕβ(ℏi1 − αi, ℏi2) = ℏi1 − αi +
sig(ℓℏi2)2−β

2− β
,

satεb(•) =
{
•, | • | < εb,

εbsign(•), | • | ≥ εb,
(17)

where the signal αi is a continuously differentiable, ℏi1 = α̃i with ℏi1(0) = αi(0), and
ℏi2(0) = 0. Therefore, constants oi > 0 can be found to render that |ℏi1 − αi| ≤ oi,
i = 1, . . . , n− 1 by [27]. In addition, the compensating error signal ηi is depicted by

ηj = xj − zj , j = 1, . . . , n, (18)

with zi being represented as
ż1 = −b1z1 + z2 + (α̃1 − α1)− λ1sign(z1),

żi = −bizi − zi−1 + zi+1 + (α̃i − αi)− λisign(zi),

żn = −bnzn − zn−1 − λnsign(zn),

(19)

where bi > 0 and λi > 0 are design constants.
By Lemma 2.2, FLSs are applied to handle unknown and complex functions:

Fi,π(si) = θTi,πφi(si) + εi,π(si), π ∈ Π, i = 1, . . . , n (20)
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with the weight vector θi,π being unknown. Let θi = maxπ∈Π{∥θi,π∥2} and θ̃i = θi − θ̂i,

where θ̂i is estimation of θi, εi,π(si) indicates approach error and |εi,π(si)| ≤ ε̄i with
positive constant ε̄i being unknown. Fi,π and si are given in the sequel. Moreover,
define σi = ε̄i + λi and σ̃i = σi − σ̂i where σ̂i is estimation of σi.

Next, a concrete fixed-time controller design process is given by a recursive technique.
Step 1: Choose common barrier function:

V1 =
q(η1)

2
log

L2(yd, t)

L2(yd, t)− η21
+

1− q(η1)

2
log

H2(yd, t)

H2(yd, t)− η21
+

1

2m1
θ̃2i +

1

2l1
σ̃2
1 +

r

l0
,

where H(yd, t) = h(yd, t) − z1 − yd, L(yd, t) = z1 + yd − l(yd, t), q(η1) =

{
1, η1 ≤ 0

0, η1 > 0.

m1, l1, l0 are positive design constants. By a change of error coordinates

k1(yd, t) =
η1

L(yd, t)
, k2(yd, t) =

η1
H(yd, t)

,

k(yd, t) = q(η1)k1(yd, t) + (1− q(η1))k2(yd, t), (21)

V1 can be simplified as V1 = 1
2 log

1
1−k2(yd,t)

+ 1
2m1

θ̃21 + 1
2l1
σ̃2
1 + r

l0
. Calculating the

derivative of V1, the use of (21) yields

V̇1 =
q(η1)η1

L(yd, t)2 − η21
(η̇1 −

L̇(yd, t)

L(yd, t)
η1) +

(1− q(η1))η1
H(yd, t)2 − η21

(η̇1 −
Ḣ(yd, t)

H(yd, t)
η1)

− 1

m1
θ̃1

˙̂
θ1 −

1

l1
σ̃1 ˙̂σ1 +

ṙ

l0

=vη1
(
η2 + α1 + ψ1,π(ζ) + d1,π(w, ζ)− ẏd + b1z1 + λ1sign(z1)− q(η1)

L̇(yd, t)

L(yd, t)
η1

− (1− q(η1))
Ḣ(yd, t)

H(yd, t)
η1
)
− 1

l1
σ̃1 ˙̂σ1 −

1

m1
θ̃1

˙̂
θ1 −

µ̃1r

l0
− µ̃2r

γ

l0
+
ρ̃3(ζ1)

l0
+
µ3

l0
(22)

with L̇(yd, t) =
∂L(yd,t)

∂t + ∂L(yd,t)
∂yd

ẏd, Ḣ(yd, t) =
∂H(yd,t)

∂t + ∂H(yd,t)
∂yd

ẏd,

v := q(η1)/(L(yd, t)
2 − η21) + (1− q(η1))/(H(yd, t)

2 − η21).
By Assumption 2.2, it yields

vη1d1,π(w, ζ) ≤ v|η1|ϕ1,π,1(∥ζ∥) + v|η1|ϕ1,π,2(∥w∥). (23)

Based on Lemma 2.6, one has

v|η1|ϕ1,π,1(∥ζ∥) ≤ vη1ϕ1,π,1(∥ζ∥) tanh
(vη1ϕ1,π,1(∥ζ∥)

κ11

)
+ 0.2785κ11, (24)

with κ11 > 0 being a constant.
Applying Lemma 2.1, Assumption 2.3, the K∞ characteristic of ρ1(·) arrives at

v|η1|ϕ1,π,2(∥w∥) ≤ v|η1|ϕ1,π,2(ρ−1
1 (r(t) +B(t))) ≤ v|η1|ϕ1,π,2(ρ−1

1 (2r(t)))

+ v|η1|ϕ1,π,2(ρ−1
1 (2B(t)))
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≤vη1ϕ1,π,2(ρ−1
1 (2r(t))) tanh

(vη1ϕ1,π,2(ρ−1
1 (2r(t)))

κ12

)
+ 0.2785κ12 + v2η21

+
1

4
ϕ212(ρ

−1
1 (2B(t))), (25)

where ϕ1,2(ρ
−1
1 (2B(t))) = maxπ∈Π{ϕ1,π,2(ρ−1

1 (2B(t)))}, and κ12 > 0 is a constant.
Combining (23) – (25) and (22) gives

V̇1 ≤vη1
(
η2 + α1 + ψ1,π(ζ1) + d̄1,π(ζ, vη1, r) + vη1 − q(η1)

L̇(yd, t)

L(yd, t)
η1

− (1− q(η1))
Ḣ(yd, t)

H(yd, t)
η1 − ẏd + b1z1

+ λ1sign(z1)
)
− 1

m1
θ̃1

˙̂
θ1 −

1

l1
σ̃1 ˙̂σ1 −

µ̃1r

l0
− µ̃2r

γ

l0
+
ρ̃3(ζ1)

l0
+ Λ1, (26)

where d̄1,π(ζ, vη1, r) = ϕ1,π,1(∥ζ∥) tanh
(vη1ϕ1,π,1(∥ζ∥)

κ11

)
+ ϕ1,π,2(ρ

−1
1 (2r(t)))

× tanh
( vη1ϕ1,π,2(ρ

−1
1 (2r(t)))

κ12

)
and Λ1 = 0.2785κ11 + 0.2785κ12 +

µ3

l0
+ 1

4ϕ
2
12(ρ

−1
1 (2B(t))).

Noting that the function ρ̃3(ζ1)
vη1l0

is discontinuous at η1 = 0, the function tanh2(vη1

ν )
with constant ν > 0 is borrowed. Hence, we have

V̇1 ≤vη1
(
η2 + α1 + ψ1,π(ζ1) + d̄1,π(ζ, vη1, r) +

16

vη1
tanh2(

vη1
ν

)
ρ̃3(ζ)

l0
+ vη1

− q(η1)
L̇(yd, t)

L(yd, t)
η1 − (1− q(η1))

Ḣ(yd, t)

H(yd, t)
η1 − ẏd + b1z1

)
+ v|η1|λ1 −

1

m1
θ̃1

˙̂
θ1

− 1

l1
σ̃1 ˙̂σ1 −

µ̃1r

l0
− µ̃2r

γ

l0
+
(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+ Λ1. (27)

By (20), FLSs are applied to estimate uncertain switching functions ψ1,π(ζ1) and
d̄1,π(ζ, vη1, r), i.e., F1,π(s1) = ψ1,π(ζ1) + d̄1,π(ζ, vη1, r) = θT1,πφ1(s1) + ε1,π(s1) with
s1 = (ζ, vη1, r). By the definition of θ1 = maxπ∈Π{∥θ1,π∥2} and Young’s inequality, it
leads to

vη1θ
T
1,πφ1(s1) ≤

1

4
+ v2η21θ1φ

T
1 (s1)φ1(s1). (28)

This together with the definition σ1 = ε̄1 + λ1 and (27) yields

V̇1 ≤vη1
(
η2 + α1 + vη1θ̃1φ

T
1 (s1)φ1(s1) + vη1θ̂1φ

T
1 (s1)φ1(s1)− ẏd + b1x1 − b1η1

+
16

vη1
tanh2(

vη1
ν

)
ρ̃3(ζ1)

l0
+ vη1 − q(η1)

L̇(yd, t)

L(yd, t)
η1 − (1− q(η1))

Ḣ(yd, t)

H(yd, t)
η1
)

+ v|η1|σ1 −
1

m1
θ̃1

˙̂
θ1 −

1

l1
σ̃1 ˙̂σ1 −

µ̃1r

l0
− µ̃2r

γ

l0
+

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0

+ Λ1 +
1

4
. (29)
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Next, the virtual stabilizer and adaptive laws are designed as

α1 =− c1v
p−1η2p−1

1 − a1v
γ−1η2γ−1

1 − b1x1 − (c̄1(t) + v)η1 + ẏd

− 16

vη1
tanh2(

vη1
ν

)
ρ̃3(ζ1)

l0
− vη1θ̂1φ

T
1 (s1)φ1(s1)− σ̂1 tanh(

vη1
q1

),

˙̂
θ1 =m1v

2η21φ
T
1 (s1)φ1(s1)− ι1θ̂1 − γ1θ̂

2γ−1
1 , θ̂1(0) ≥ 0,

˙̂σ1 =l1vη1 tanh(
vη1
q1

)− τ1σ̂1 − p1σ̂
2γ−1
1 , σ̂1(0) ≥ 0, (30)

where c1, a1, q1, ι1, τ1, γ1, p1 are positive constants, and p = 2n−1
2n+1 with n ∈ Z and

n ≥ 2. Take c̄1(t) = max{| L̇(yd,t)
L(yd,t)

|, | Ḣ(yd,t)
H(yd,t)

|}, which leads to c̄1(t) + q(η1)
L̇(yd,t)
L(yd,t)

+ (1 −
q(η1))

Ḣ(yd,t)
H(yd,t)

≥ 0. By Lemma 2.9, we have θ̂1 = θ1 − θ̃1 ≥ 0 and σ̂1 = σ1 − σ̃1 ≥ 0. By

Lemma 2.10, it attains

θ̃1θ̂
2γ−1
1 = θ̃1(θ1 − θ̃1)

2γ−1 ≤ 2γ − 1

2γ
(θ2γ1 − θ̃2γ1 ),

σ̃1σ̂
2γ−1
1 = σ̃1(σ1 − σ̃1)

2γ−1 ≤ 2γ − 1

2γ
(σ2γ

1 − σ̃2γ
1 ). (31)

Notice the fact θ̃1θ1 ≤ 1
2 θ̃

2
1 +

1
2θ

2
1, σ̃1σ1 ≤ 1

2 σ̃
2
1 + 1

2σ
2
1 and substituting (30) and (31)

into (29) yields

V̇1 ≤− b1vη
2
1 − c1v

pη2p1 − a1v
γη2γ1 + vη1η2 + v|η1|σ1 − σ1vη1 tanh(

vη1
q1

)− µ̃1r

l0
− µ̃2r

γ

l0

− ι1
2m1

θ̃21 −
τ1
2l1

σ̃2
1 −

γ1(2γ − 1)

2m1γ
θ̃2γ1 − p1(2γ − 1)

2l1γ
σ̃2γ
1 +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0

+
ι1

2m1
θ21 +

τ1
2l1

σ2
1 +

γ1(2γ − 1)

2m1γ
θ2γ1 +

p1(2γ − 1)

2l1γ
σ2γ
1 +

1

4
+ Λ1.

(32)

From Lemma 2.6, it follows

v|η1|σ1 − σ1vη1 tanh(
vη1
q1

) ≤ 0.2785q1σ1. (33)

This gives rise to

V̇1 ≤− b1vη
2
1 − c1v

pη2p1 − a1v
γη2γ1 + vη1η2 −

µ̃1r

l0
− µ̃2r

γ

l0
− ι1

2m1
θ̃21 −

τ1
2l1

σ̃2
1

− γ1(2γ − 1)

2m1γ
θ̃2γ1 − p1(2γ − 1)

2l1γ
σ̃2γ
1 +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+ Λ̄1, (34)

where Λ̄1 = Λ1 + 0.2785q1σ1 +
ι1

2m1
θ21 +

τ1
2l1
σ2
1 +

γ1(2γ−1)
2m1γ

θ2γ1 + p1(2γ−1)
2l1γ

σ2γ
1 + 1

4 .

With (21) in mind, the application of Lemma 2.8 leads to

V̇1 ≤− b1
k2

1− k2
− c1

( k2

1− k2
)p − a1

( k2

1− k2
)γ

+ vη1η2 −
µ̃1r

l0
− µ̃2r

γ

l0
− ι1

2m1
θ̃21
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− τ1
2l1

σ̃2
1 −

γ1(2γ − 1)

2m1γ
θ̃2γ1 − p1(2γ − 1)

2l1γ
σ̃2γ
1 +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+ Λ̄1

≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ

+ vη1η2 −
µ̃1r

l0
− µ̃2r

γ

l0

− ι1
2m1

θ̃21 −
τ1
2l1

σ̃2
1 −

γ1(2γ − 1)

2m1γ
θ̃2γ1 − p1(2γ − 1)

2l1γ
σ̃2γ
1

+
(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+ Λ̄1. (35)

Step i (2 ≤ i ≤ n − 1): Choose Vi = Vi−1 + 1
2η

2
i + 1

2mi
θ̃2i + 1

2li
σ̃2
i with constants

mi > 0, li > 0.

In light of (1), (15), (18) and (19), one receives

V̇i ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

i−1∑
j=2

bjη
2
j −

i−1∑
j=2

cjη
2p
j

−
i−1∑
j=2

ajη
2γ
j + ηi−1ηi −

µ̃1r

l0
− µ̃2r

γ

l0
−

i−1∑
j=1

ιj
2mj

θ̃2j −
i−1∑
j=1

τj
2lj

σ̃2
j

+ ηi
(
ηi+1 + αi + ψi,π(ζ̄i) + di,π(w, ζ)− ˙̃αi−1 + bizi + zi−1 + λisign(zi)

)
− 1

mi
θ̃i
˙̂
θi −

1

li
σ̃i ˙̂σi +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

i−1∑
j=1

Λ̄j

≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

i−1∑
j=2

bjη
2
j −

i−1∑
j=2

cjη
2p
j

−
i−1∑
j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

i−1∑
j=1

ιj
2mj

θ̃2j −
i−1∑
j=1

τj
2lj

σ̃2
j

+ ηi
(
ηi+1 + αi + ψi,π(ζ̄i) + d̄i,π(ζ, ηi, r) + xi−1 + ηi − ˙̃αi−1 + bizi

+ λisign(zi)
)
− 1

mi
θ̃i
˙̂
θi −

1

li
σ̃i ˙̂σi +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

i−1∑
j=1

Λ̄j + Λi, (36)

where d̄i,π(ζ, ηi, r) = ϕi,π,1(∥ζ∥) tanh
(ηiϕi,π,1(∥ζ∥)

κi1

)
+ ϕi,π,2(ρ

−1
1 (2r(t)))

× tanh
(vηiϕi,π,2(ρ

−1
1 (2r(t)))

κi2

)
and Λi = 0.2785κi1 + 0.2785κi2 +

1
4ϕ

2
i2(ρ

−1
1 (2B(t))).

Resembling (20), we exploit the FLSs to approximate unknown switching functions
ψi,π(ζ̄i) and d̄i,π(ζ, ηi, r), i.e., Fi,π(si) = ψi,π(ζ̄i) + d̄i,π(ζ, ηi, r) = θTi,πφi(si) + εi,π(si)

with si = (ζ, ηi, r). Based on the definition of θi = maxπ∈Π{∥θi,π∥2} and Young’s
inequality, we have

ηiθ
T
i,πφi(si) ≤

1

4
+ η2i θiφ

T
i (si)φi(si). (37)
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Noting the definition σi = ε̄i + λi, (36) becomes

V̇i ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

i−1∑
j=2

bjη
2
j −

i−1∑
j=2

cjη
2p
j

−
i−1∑
j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

i−1∑
j=1

ιj
2mj

θ̃2j −
i−1∑
j=1

τj
2lj

σ̃2
j

+ ηi
(
ηi+1 + αi + ηiθ̃iφ

T
i (si)φi(si) + ηiθ̂iφ

T
i (si)φi(si) + xi−1 + ηi − ˙̃αi−1 + bizi

)
+ |ηi|σi −

1

mi
θ̃i
˙̂
θi −

1

li
σ̃i ˙̂σi +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

i−1∑
j=1

Λ̄j + Λi +
1

4
. (38)

Subsequently, we construct virtual stabilizer and adaptive laws as

αi =− ciη
2p−1
i − aiη

2γ−1
i − bixi − xi−1 − ηi + ˙̃αi−1 − ηiθ̂iφ

T
i (si)φi(si)− σ̂i tanh(

ηi
qi
),

˙̂
θi =miη

2
i φ

T
i (si)φi(si)− ιiθ̂i − γiθ̂

2γ−1
i , θ̂i(0) ≥ 0,

˙̂σi =liηi tanh(
ηi
qi
)− τiσ̂i − piσ̂

2γ−1
i , σ̂i(0) ≥ 0,

(39)

where ci, ai, qi, ιi, τi, γi, pi are positive design constants.
Similar to (31), the application of Lemmas 2.9 and 2.10 gives

θ̃iθ̂
2γ−1
i ≤ 2γ − 1

2γ
(θ2γi − θ̃2γi ), σ̃iσ̂

2γ−1
i ≤ 2γ − 1

2γ
(σ2γ

i − σ̃2γ
i ). (40)

The use of Lemma 2.6 yields |ηi|σi − σiηi tanh(
ηi

qi
) ≤ 0.2785σiqi, Then combination of

(39) and (40) leads to

V̇i ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

i∑
j=2

bjη
2
j −

i∑
j=2

cjη
2p
j

−
i∑

j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

i∑
j=1

ιj
2mj

θ̃2j −
i∑

j=1

τj
2lj

σ̃2
j −

i∑
j=1

γj(2γ − 1)

2mjγ
θ̃2γj

−
i∑

j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j + ηiηi+1 +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

i∑
j=1

Λ̄j , (41)

where Λ̄i = Λi + 0.2785qiσi +
ιi

2mi
θ2i +

τi
2li
σ2
i +

γi(2γ−1)
2miγ

θ2γi + pi(2γ−1)
2liγ

σ2γ
i + 1

4 .
Step n: Choose the following common Lyapunov function

Vn =Vn−1 +
1

2
η2n +

1

2mn
θ̃2n +

1

2ln
σ̃2
n =

1

2
log

1

1− k2
+

n∑
i=2

1

2
η2i
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+

n∑
i=1

1

2mi
θ̃2i +

n∑
i=1

1

2li
σ̃2
i +

r

l0
, (42)

where mn > 0 and ln > 0 are design parameters.
Similar to Step i, Fn,π(sn) = ψn,π(ζ̄n) + d̄n,π(ζ, ηn, r) = θTn,πφn(sn) + εi,π(si) with

sn = (ζ, ηn, r), d̄n,π(ζ, ηn, r) = ϕn,π,1(∥ζ∥) tanh
(ηnϕn,π,1(∥ζ∥)

κn1

)
+ ϕn,π,2(ρ

−1
1 (2r(t)))

× tanh
( vηnϕn,π,2(ρ

−1
1 (2r(t)))

κn2

)
. The application of θn = maxπ∈Π{∥θn,π∥2} and Young’s

inequality yields ηnθ
T
n,πφn(sn) ≤ 1

4 + η2nθnφ
T
n (sn)φn(sn). Then, the employment of

σn = ε̄n + λn follows

V̇n ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − i∑

j=2

ajη
2γ
j −

n−1∑
j=2

cjη
2
j −

n−1∑
j=2

bjη
2p
j −

n−1∑
j=2

ajη
2γ
j

− µ̃1r

l0
− µ̃2r

γ

l0
−

n−1∑
j=1

ιj
2mj

θ̃2j −
n−1∑
j=1

τj
2lj

σ̃2
j + ηn

(
u− αn + αn + ηnθ̃nφ

T
n (sn)φn(sn)

+ ηnθ̂nφ
T
n (sn)φn(sn) + xn−1 + ηn − ˙̃αn−1 + bnzn

)
+ |ηn|σn − 1

mn
θ̃n

˙̂
θn − 1

ln
σ̃n ˙̂σn

+
(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

n−1∑
j=1

Λ̄j + Λn +
1

4
,

(43)

where Λn = 0.2785κn1 + 0.2785κn2 +
1
4ϕ

2
n2(ρ

−1
1 (2B(t))).

Therefore, we construct the virtual stabilizer and adaptive laws:

αn =− cnη
2p−1
n − anη

2γ−1
n − bnxn − xn−1 − ηn + ˙̃αn−1

− ηnθ̂nφ
T
n (sn)φn(sn)− σ̂n tanh(

ηn
qn

),

˙̂
θn =mnη

2
nφ

T
n (sn)φn(sn)− ιnθ̂n − γnθ̂

2γ−1
n , θ̂n(0) ≥ 0,

˙̂σn =lnηn tanh(
ηn
qn

)− τnσ̂n − pnσ̂
2γ−1
n , σ̂n(0) ≥ 0, (44)

where cn, an, ιn, qn, τn, γn, pn are positive parameters.
This together with (43) yields

V̇n ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

n∑
j=2

bjη
2
j −

n∑
j=2

cjη
2p
j

−
n∑

j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

n∑
j=1

ιj
2mj

θ̃2j −
n∑

j=1

τj
2lj

σ̃2
j −

n∑
j=1

γj(2γ − 1)

2mjγ
θ̃2γj

−
n∑

j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j + ηn

(
u− αn

)
+
(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

n∑
j=1

Λ̄j , (45)

where Λ̄n = Λn + 0.2785σnqn + ιn
2mn

θ2n + τn
2ln
σ2
n + γn(2γ−1)

2mnγ
θ2γn + pn(2γ−1)

2lnγ
σ2γ
n + 1

4 .
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1: initialize: Let i = 1, by choosing reference signal yd(t), command filter

and BLF V1, design controller α1 and adaptive laws ˙̂σ1,
˙̂
θ1.

2: while i ≤ n do

3: Construct command filter and the BLF Vi and calculate its derivative V̇i.
4: Utilize FLSs to approximate unknown nonlinear function ψi,π(ζ̄i)
and d̄i,π(ζ, ηi, r).

5: Design controller αi and adaptive laws ˙̂σi,
˙̂
θi.

6: Construct dynamical event-triggered controller u(t) = ϑ(tk), ∀t ∈ [tk, tk+1).
7: end while
8: Output: u(t).

Tab. 1. The control scheme algorithm.

In the following, to reduce the numbers of update for the stabilizer, a suitable dynamic
event-triggered stabilizer is described by:

ϑ(t) = −(1 + ξ(t))
(
ϵ̄ tanh(

ηnϵ̄

q0
) + αn tanh(

ηnαn

q0
)
)

(46)

u(t) = ϑ(tk), ∀t ∈ [tk, tk+1), (47)

tk+1 = inf{t > tk||e(t)| > ξ(t)|u(t)|+ ϵ(t)}, (48)

ξ̇ = −ς1|αn|ξ, 0 < ξ(0) < 1, (49)

ϵ̇ = −ς2|αn|ϵ, ϵ(0) > 0, (50)

with q0, ς1 and ς2 being positive design constants, ϵ̄ = ϵ(t)
1−ξ(t) , e(t) = ϑ(t) − u(t) is a

measurement error, ϑ(t) represents a continuous stabilizer, tk, k ∈ Z+ is the stabilizer
update time, in other words , in case the event-triggered condition (48) is fulfilled, u(t)
is superseded with u(t) = ϑ(tk+1). If t ∈ [tk, tk+1), the controller u(t) maintains at
a constant value ϑ(tk). In views of (48), we can find two variables ϖ1(t) and ϖ2(t)
satisfying |ϖ1(t)| ≤ 1, |ϖ2(t)| ≤ 1, ∀t ∈ [tk, tk+1) to guarantee that

u(t) =
ϑ(t)−ϖ2(t)ϵ(t)

1 +ϖ1(t)ξ(t)
. (51)

Remark 3.1. Compared with [48], |αn| is introduced to dynamically adjust the con-
vergent rate of ξ(t) and ϵ(t). This reduces the conservativeness by the tunable control
design parameters and further improves the control performance. Moreover, the Zeno
behavior is ruled out.

For demystifying the process of controller design, a control scheme algorithm is pro-
vided as follows:

4. STABILITY ANALYSIS

In this section, Theorem 4.1 is provided below.
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Theorem 4.1. Assumptions 2.1-2.3 hold for system (1). A dynamic event-triggered
controller (46) – (50) is designed to render that: (1) all the signals of the closed-loop
systems are bounded; (2) the function constraints on output is always kept during oper-
ation, that is, l(yd, t) < y(t) < h(yd, t); (3) system output can follow the reference signal
within fixed time; (4) Zeno behavior does not happen.

P r o o f . Substituting (51) into (45) leads to

V̇n ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

n∑
j=2

bjη
2
j −

n∑
j=2

cjη
2p
j

−
n∑

j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

n∑
j=1

ιj
2mj

θ̃2j −
n∑

j=1

τj
2lj

σ̃2
j −

n∑
j=1

γj(2γ − 1)

2mjγ
θ̃2γj

−
n∑

j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j + ηn

(ϑ(t)−ϖ2(t)ϵ(t)

1 +ϖ1(t)ξ(t)
− αn

)
+
(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+

n∑
j=1

Λ̄j . (52)

By Lemma 2.6, it follows ηn
(ϑ(t)−ϖ2(t)ϵ(t)

1+ϖ1(t)ξ(t)
− αn

)
≤ 0.557q0. This results in

V̇n ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

n∑
j=2

bjη
2
j −

n∑
j=2

cjη
2p
j

−
n∑

j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

n∑
j=1

ιj
2mj

θ̃2j −
n∑

j=1

τj
2lj

σ̃2
j −

n∑
j=1

γj(2γ − 1)

2mjγ
θ̃2γj

−
n∑

j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j +

(
1− 16 tanh2(

vη1
ν

)
) ρ̃3(ζ1)

l0
+ Λ, (53)

with Λ = 0.557q0 +
∑n

j=1 Λ̄j . Next, we certify that z1, . . . , zn are bounded. Construct

Vz = 1
2

∑n
i=1 z

2
i , and its derivative is

V̇z ≤ −
n∑

i=1

biz
2
i −

n∑
i=1

λi|zi|+
n−1∑
i=1

|α̃i − αi||zi| ≤ −
n∑

i=1

biz
2
i −

n∑
i=1

(λi − oi)|zi|. (54)

The last inequality holds owing to |α̃i − αi| ≤ oi. By adjusting parameter λi, λi − oi ≥
λ̄i > 0 can be maintained. Hence, we have

V̇z ≤ −
n∑

i=1

biz
2
i −

n∑
i=1

λ̄i|zi| ≤ −b̄Vz − λ̄V
1
2
z , (55)

where b̄ = 2min{b1, . . . , bn} and λ̄ =
√
2min{λ̄1, . . . , λ̄n}. Based on Lemma 2.4,

z1, . . . , zn are bounded.
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(1) Case 1: η1 /∈ Sν . The use of Lemma 2.7 yields 1− 16 tanh2( vη1

ν ) ≤ 0, and this
together with (53) leads to

V̇n ≤− b1 log
1

1− k2
− c1

(
log

1

1− k2
)p − a1

(
log

1

1− k2
)γ −

n∑
j=2

bjη
2
j −

n∑
j=2

cjη
2p
j

−
n∑

j=2

ajη
2γ
j − µ̃1r

l0
− µ̃2r

γ

l0
−

n∑
j=1

ιj
2mj

θ̃2j −
n∑

j=1

τj
2lj

σ̃2
j

−
n∑

j=1

γj(2γ − 1)

2mjγ
θ̃2γj −

n∑
j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j + Λ. (56)

Applying |m|p|n|q ≤ p
p+q c|m|p+q + q

p+q c
− p

q |n|p+q in [46], one has

11−p(
ιj

2mj
θ̃2j )

p ≤ (1− p)p
p

1−p +
ιj

2mj
θ̃2j , (57)

11−p(
τj
2lj

σ̃2
j )

p ≤ (1− p)p
p

1−p +
τj
2lj

σ̃2
j , (58)

(
r

l0
)p =

(
(
1

µ̃1
)

p
1−p

)1−p
(
µ̃1r

l0
)p ≤ (1− p)(

p

µ̃1
)

p
1−p +

µ̃1r

l0
. (59)

Substituting (57) – (59) into (56), the application of Lemma 2.5 results in

V̇n ≤− 2pc1
(1
2
log

1

1− k2
)p − 2p

n∑
j=2

cj(
1

2
η2j )

p − (
r

l0
)p − 2γa1

(1
2
log

1

1− k2
)γ

− 2γ
n∑

j=2

aj(
1

2
η2j )

γ − µ̃2l
γ−1
0 (

r

l0
)γ −

n∑
j=1

ιpj (
1

2mj
θ̃2j )

p −
n∑

j=1

τpj (
1

2lj
σ̃2
j )

p

−
n∑

j=1

γj(2γ − 1)

2mjγ
θ̃2γj −

n∑
j=1

pj(2γ − 1)

2ljγ
σ̃2γ
j + Λ+ 2n(1− p)p

p
1−p + (1− p)(

p

µ̃1
)

p
1−p

≤− C(
1

2
log

1

1− k2
+

n∑
j=2

1

2
η2j +

r

l0
+

n∑
j=1

1

2mj
θ̃2j +

n∑
j=1

1

2lj
σ̃2
j )

p −D(
1

2
log

1

1− k2

+

n∑
j=2

1

2
η2j +

r

l0
+

n∑
j=1

1

2mj
θ̃2j +

n∑
j=1

1

2lj
σ̃2
j )

γ + E = −CV p
n −DV γ

n + E, (60)

with C = mini=1,...,n{2pbi, ιpi , τpi , 1}, D = (2 + 3n)1−γ min{µ̃2l
γ−1
0 , 2γai,

γj(2γ−1)
2mjγ

,
pj(2γ−1)

2ljγ
}(i = 1, . . . , n) and E = 2n(1− p)p

p
1−p + (1− p)( p

µ̃1
)

p
1−p + Λ.

On the basis of (42) and (60), ηi, θ̃i, σ̃i are bounded for i = 1, . . . , n. By θ̃i = θi− θ̂i
and σ̃i = σi−σ̂i, it is known that θ̂i and σ̂i are bounded. Together with the boundedness
of zi, (15) and (18), xi and ζi are bounded in a recursive manner. Hence, boundedness
of all signals are verified.

Case 2: η1 ∈ Sν . This case implies |η1| ≤ 0.554λ1, that is, η1 is bounded. Owing
to the boundedness of z1 and (18), x1 is bounded. In light of (15), ζ1 is bounded. Thus,



48 Z. SONG AND P. LI

there is a constant H > 0 such that
(
1 − 16 tanh2( vη1

ν )
) ρ̃3(ζ1)

l0
≤ H. Similar to Case 1,

we obtain V̇n ≤ −CV p
n −DV γ + Ē with Ē = E+H. As a consequence, boundedness of

the whole closed-loop system are recursively proved.

(2) From (1), it is known that V̇n ≤ −CV p
n − DV γ

n + E ifη1 /∈ Sν , or V̇n ≤
−CV p

n −DV γ
n + Ē if η1 ∈ Sν . Then, we consider V̇n ≤ −CV p

n −DV γ
n + Ē if η1 ∈ Sν .

From Lemma 2.3, it is known that the system solution is practically fixed-time sta-
ble, and the settling time T fulfils T ≤ 1

(1−p)λC + 1
(γ−1)λD with 0 < λ < 1. More-

over, one has Vn ≤ min{( Ē
C(1−λ) )

1
p , ( Ē

D(1−λ) )
1
γ }}. This gives rise to 1

2 log
1

1−k(yd,t)2
≤

min{( Ē
C(1−λ) )

1
p , ( Ē

D(1−λ) )
1
γ }}. Then, it follows

|k(yd, t)| ≤
√

1− e−2min{( Ē
C(1−λ)

)
1
p ,( Ē

D(1−λ)
)
1
γ } < 1, (61)

which results in −L(yd, t) < η1(t) < H(yd, t). From y(t) = yd(t) + z1(t) + η1(t), it can
be deduced that yd(t)+z1(t)−L(yd, t) < y(t) < yd(t)+z1(t)+H(yd, t). By the forms of
L(yd, t) and H(yd, t), we further obtain l(yd, t) < y(t) < h(yd, t). For the same reason,
the identical conclusion can be derived under the condition V̇n ≤ −CV p

n −DV γ
n + E if

η1 /∈ Sν . Therefore, it is omitted here.

(3) In views of (2), the following error reaches to the region:

−L(yd, t)
√

1− e−2min{( Ē
C(1−λ)

)
1
p ,( Ē

D(1−λ)
)
1
γ } ≤ ζ1(t)− yd(t)

≤ H(yd, t)

√
1− e−2min{( Ē

C(1−λ)
)
1
p ,( Ē

D(1−λ)
)
1
γ },

when t ≥ 1
(1−p)λC + 1

(γ−1)λD . Thus, output can approach the desired signal in fixed
time.

(4) For k ∈ Z+, tk+1 − tk ≥ t∗ > 0 should be verified. From (47), it follows u̇(t) = 0,
∀t ∈ [tk, tk+1). From e(t) = ϑ(t)− u(t), it can be deduced

d|e(t)|
dt

= sign(e(t))ė(t) ≤ |ϑ̇(t)|, ∀t ∈ [tk, tk+1). (62)

By (46), the existence of ϑ̇(t) is ensured. Moreover, ϑ̇(t) is bounded since it consists of
bounded signals, that is, |ϑ̇(t)| ≤ ϑ̄, where ϑ̄ is a positive constant. By e(tk) = 0 and
limt→tk+1

|e(t)| = ξ(t)|u(t)| + ϵ(t), integral of (62) over [tk, tk+1) leads to tk+1 − tk ≥
t∗ ≥ ξ(t)|u(t)|+ϵ(t)

ϑ̄
> 0. As a consequence, Zeno phenomenon does not happen. □

Remark 4.1. Different from constraints, such as communication constraints and mea-
surement quantization [35], actuator failures [37], and multiple packet dropouts under
Markovian communication constraints [47], this paper employs the asymmetric BLF
method to handle the asymmetric output constraints, which can be also used in sym-
metric output constraints. Moreover, we design the dynamic event-triggered controller
to reduce the frequency of controller updates.
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Remark 4.2. The computational complexity of our proposed scheme lies in introducing
more design parameters, which can be used for achieving fixed-time stability. Follow-
ing the previous control design and stability analysis, the larger parameters ci, bi, ai, l0,
γ, ιi, τi, γi, pi, λi and the smaller parameters p,mi, li, qi, q0, ℓ can improve the tracking
performance of the system. Since some parameters are derived by amplifying inequali-
ties in backstepping manner, it will lead to conservativeness. Thus, some small design
parameters can be tested in real applications.

5. ILLUSTRATIVE EXAMPLES

In this part, the proposed control scheme is validated by two examples.

Example 5.1. Consider the switched system with unmodeled dynamics:
ẇ = ϱσ(t)(w, ζ1),

ζ̇1 = ζ2 + ψ1,σ(t)(ζ1) + d1,σ(t)(w, ζ),

ζ̇2 = u+ ψ2,σ(t)(ζ1, ζ2) + d2,σ(t)(w, ζ),

y = ζ1

(63)

where σ(t) ∈ {1, 2, 3}, ϱ1(w, ζ1) = ϱ2(w, ζ1) = ϱ3(w, ζ1)−w−w 7
3 +0.5ζ21+0.1, ψ1,1(ζ1) =

0.2ζ1, d1,1(w, ζ) = wζ2 sin ζ1, ψ2,1(ζ1, ζ2) = 0.1ζ2 sin(ζ1), d2,1(w, ζ) = 0.15wζ2 cos ζ1,
ψ1,2(ζ1) = 0.25ζ1, d1,2(w, ζ) = ζ2 cos ζ1, ψ2,2(ζ1, ζ2) = 0.1ζ2 sin(ζ1),
d2,2(w, ζ) = 0.1wζ2 sin ζ1, ψ1,3(ζ1) = 0.3ζ1, d1,3(w, ζ) = 0.2wζ2 sin ζ1, ψ2,3(ζ1, ζ2) =
0.1ζ2 sin(ζ3), d2,3(w, ζ) = 0.1wζ2 cos ζ1. The reference signal yd(t) = 0.3 sin(0.5t) +
0.6 sin(t). y(t) and yd(t) are subject to function constraints h(yd, t) = 0.2+0.4e−t+yd(t)
and l(yd, t) = −0.6− e−2t + yd(t). Apparently, Assumption 2.1 remains true.

From the formulation of above disturbances, Assumption 2.2 is correct obviously. To
confirm Assumption 2.3, one adopts V (w) = w2 and its derivative is V̇ (w) = −2w2 −
2w

10
3 +wζ21 +0.2w. By Young’s inequality, we give V̇ (w) ≤ −1.5w2 − 2w

10
3 + ζ41 +0.04.

Thus, Assumption 2.3 holds. Selecting µ̃1 = 1.4 ∈ (0, 1.5), µ̃2 = 1.9 ∈ (0, 2), the

application of Lemma 2.1 concludes that r is denoted by ṙ = −1.4r− 1.9r
5
3 + ζ41 +0.04,

r(0) = 0.3. Select µF l
i
(xi) = exp[− 1

2 (xi + l − 3)2], l = 1, . . . , 5, i = 1, 2,.

In the simulation, we choose the following initial states w(0) = 1.6, (ζ1(0), ζ2(0)) =
(0.3, 1.8), (z1(0), z2(0)) = (0.2, 0.3), (ℏ11(0), ℏ12(0)) = (ℏ21(0), ℏ22(0)) = (−1,−0.2),

(θ̂1(0), θ̂2(0)) = (−1, 2), (σ̂1(0), σ̂2(0)) = (0.8, 0.2), ξ(0) = 0.3, ϵ(0) = 0.5. The control
design parameters are taken as c1 = 2, c2 = 3, b1 = 4, b2 = 5, a1 = 3, a2 = 7, l0 =
2, p = 0.7, γ = 5

3 , m1 = 1, m2 = 1, l1 = 1, l2 = 1, ι1 = 1, ι2 = 1, γ1 = 1, γ2 =
1, τ1 = 1, τ2 = 1, p1 = 1, p2 = 1, q1 = 1, q2 = 1, λ1 = 0.0001, λ2 = 0.0001, q0 =
0.6, ς1 = 0.001, ς2 = 0.001, ℓ = 0.12.

With the help of the fixed-time adaptive fuzzy event-triggered control technique (46) –
(50), the performance of output tracking and control input is exhibited in Figure 2 and
Figure 7, respectively. Figures 3 – 6 indicates that all the signals of the closed-loop
system are bounded. From Figure 8, Zeno behavior is ruled out. Figure 9 shows the
switching signal. This indicates that the proposed control strategy is effective even if
the initial condition is unknown.
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In addition, to give quantitative criteria, we introduce eRMS =
(

1
T

∫ T

0
|y − yd|2 dt

) 1
2

,

the rms value of the tracking error, where T denotes the total running time. For T =
15, by computation of Matlab, we derive eRMS = 0.0683 by the method of [28], and
eRMS = 0.0594 by the method of the proposed method. This implies that the proposed
control method has the better control performance.
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Fig. 2. The trajectories of y and yd.

0 5 10 15

Time(Sec) 

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

w

ζ2

Fig. 3. The trajectories of w and ζ2.
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Fig. 4. The trajectories of adaptive laws θ̂1 and θ̂2.
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Fig. 5. The trajectories of adaptive laws σ̂1 and σ̂2.
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Fig. 6. The trajectories of ξ and ϵ.
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Fig. 7. Controller u.
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Fig. 8. Inter-execution time intervals.
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Fig. 9. Switching signal.

Example 5.2. As an application of the proposed control method, a switched RCL
circuit [45] is considered. The two state variables ζ1, ζ2 are the charge in the capacitor
qC , and the flux in the inductance ϕL, respectively. The input u is the voltage. Then,
the switched RCL circuit system is described by

ζ̇1 = 1
Lζ2,

ζ̇2 = u− 1
Cσ(t)

ζ1 − R
L ζ2,

y = ζ1

(64)

Where σ(t) ∈ {1, 2}. Take L = 0.9, R = 1, C1 = 50 and C2 = 100. Select µF l
i
(xi) =

exp[− 1
2 (xi − 3 + l)2], i = 1, 2, l = 1, . . . , 5. The reference signal yd(t) = sin(0.5t) +

0.5 sin(t). l(yd, t) = yd(t)− 0.8e−t − 0.3 and h(yd, t) = yd(t) + 1.2e−2t + 0.18.
In the simulation, we give the following initial states (ζ1(0), ζ2(0)) = (0.3,−1.2),

(z1(0), z2(0)) = (0.2, 0.3), (ℏ11(0), ℏ12(0)) = (ℏ21(0), ℏ22(0)) = (−1,−0.2), (θ̂1(0), θ̂2(0)) =



52 Z. SONG AND P. LI

(0.5,−1), (σ̂1(0), σ̂2(0)) = (0.8, 0.2), ξ(0) = 0.3, ϵ(0) = 0.5. we take the design parame-
ters as c1 = 3, c2 = 3, b1 = 3, b2 = 2, a1 = 3, a2 = 5, m1 = 1, m2 = 1, l1 = 6, l2 =
13, p = 0.95, γ = 5

3 , ι1 = 1, ι2 = 1, γ1 = 1, γ2 = 1, τ1 = 1, τ2 = 1, p1 = 1, p2 =
1, q1 = 1, q2 = 1, λ1 = 0.01 λ2 = 0.01, q0 = 0.6, ς1 = 0.0001, ς2 = 0.0001, ℓ = 0.22.

By fixed-time adaptive event-triggered control scheme (46) – (50), Figure 10 indicates
the better tracking performance. Figures 11 – 14 indicates that all the signals of the
closed-loop system are bounded. Figure 15 shows the response of input. Figure 16
means that Zeno behavior does not happen.
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Fig. 10. The response of y and yd.
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0 5 10 15

Time(Sec) 

-1

-0.5

0

0.5

θ̂1

θ̂2

Fig. 12. The trajectories of adaptive laws θ̂1 and θ̂2.
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Fig. 13. The trajectories of adaptive laws σ̂1 and σ̂2.
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Fig. 14. The trajectories of ξ and ϵ.
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Fig. 15. Controller u.
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Fig. 17. Switching signal.

6. CONCLUSION

In this paper, adaptive fixed-time fuzzy control has been investigated for uncertain
constrained switched nonlinear systems under unmodeled dynamics. For general uncer-
tain nonlinear systems with unmodeled dynamics, the existing results, such as [27, 28]
can not be applied to resolve its fixed-time stability problem. Hence, a novel criterion
of fixed-time stability is provided and a corresponding dynamic signal is proposed by
characterizing unmodeled impact. Owing to complex nonlinear functions caused by un-
certain nonlinearities and external disturbances, fuzzy logic systems (FLSs) are applied
to estimate them. Based on bounded command filter and CBLF, a common adaptive
fuzzy event-triggered stabilizer is constructed to ensure fixed-time stability of the whole
system under output-function constraints. Since stochastic disturbances widely exist in
practical systems, fixed-time adaptive event-triggered control will be our future work for
constrained switched stochastic nonlinear systems.
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