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ON VARIOUS PROPERTIES OF THE SOLUTIONS OF THIRD-
AND FOURTH-ORDER LINEAR DIFFERENTIAL EQUATIONS 

M. §VEC, Bratislava 

The subject of this paper will be second-order differential equations with a right-hand 
side and the third- and fourth-order differential equations. It will be assumed that the 
coefficients of the differential equations and the corresponding derivatives used in the 
considerations are real functions in the interval (a, oo) (where — oo = a). By solutions 
we shall mean only real solutions. We shall call a function F(x) oscillatory, when the 
•set of its zero-points is infinite and unbounded from above. Otherwise, we shall call it 
non-oscillatory. The differential equations will be divided into three basic types: 
A differential equation will be called non-oscillatory, when all its solutions are non-
oscillatory; strictly oscillatory, when all its solutions are oscillatory; and oscillatory, 
when some of its solutions are oscillatory and some non-oscillatory. Non-oscillatory 
and strictly oscillatory equations will denote equations having the same character of 
solution. We shall say that two differential equations have the same character, if both 
are either non-oscillatory or both strictly oscillatory. 

It is well known that all solutions of a second-order linear differential equation have 
the same character, i.e. either all solutions are oscillatory or all are non-oscillatory. 
We shall now examine this property while dealing with second-order linear differential 
equations with a right-hand side, and with third- and fourth-order linear differential 
equations. 

We will first consider the equations 

(1) z"+ p(x)z=f(x), 

(2) y» + p(x)y = Q. 

We can easily find examples of p a n d / such that the solutions of equation (1) are not 
all of the same character, as well as examples such that the solutions are all of the same 
character. There is, for instance, the equation y" — y = sin x and the equation 
y* + y = exp sin x. The last equation has only oscillatory solutions. We will first deal 
with the question of the influence of the right-hand side f(x) on the change of the 
character of the differential equation (1). If z is the solution of equation (1) and y that 
of equation (2), then for its wronskian the following equation holds: 

(3) W(z,y) = c- [7(0X0 d ř 

J X0 
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From this the validity of the following statements follows immediately: 

Theorem 1. If the function W(z, y) is a non-oscillatory function for every c, then 
the character of equations (1) and (2) is the same. 

Theorem 2. If W(z, y) = J*0/(f) y(t) dt is a strictly monotonic function, then the 
character of equations (1) and (2) is the same. 

Theorem 3. If equation (2) is non-oscillatory and f(x) shows a constant sign for 
large values of x, then equation (1) is non-oscillatory. 

Theorem 4. If f(x) = g(x) y(x), where g(x) =J= 0 and y(x) is the solution of equa
tion (2), then the character of equations (1) and (2) is the same. 

Remark. For equation 

(1') z" + az' + bz=f(x) 

and 

(2') y" + ay' + by = 0 

we obtain 

W(z, y) = exp | - T a dt j |~c - ('f(t) y(t) exp j P a dr j dtl . 

Theorems 1—4 remain valid. 

We shall now confine our attention to the case where/(x) is of constant sign in the 
interval (a, oo) and where equation (2) is (strictly)-oscillatory. We now want to find 
out whether or not there is always a non-oscillatory solution of equation (1) or whether 
or not there is always an oscillatory solution. The answer in both cases is negative, as 
can be shown by the following examples. The equation y" + y = exp sin x has only 
oscillatory solutions, while the equation y" + y = ex has only non-oscillatory ones. 
The kind of solution which can be found for equation (l) depends on both functions 
p(x) and/(x). We shall point to a method of finding the conditions on p and/, which 
guarantee the existence of at least one non-oscillatory solution, or the existence of 
only non-oscillatory solutions, or of only oscillatory solutions. 

I f / has a constant sign in the interval (a, oo), then function (3) is a non-constant 
solution of the differential equation 

(4) W'" - 2 f- W" + \p + / . (—\"1 W' = 0 

and the solutions of equation (1) constitute a certain subset of the solutions of the 
equation 

(5) u'" - *— u" + puf + ( V - *— p\ u = 0 . 
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!f yi«> y2 constitute a fundamental system of solutions of equation (2) and z is a solu
tion of equation (1), then yi9 yl9 z constitute a fundamental system of solutions of 
equation (5). Hence every solution u of equation (5) can be written in the form 

u = ciyi + c2y2 + c3z . 

This expression implies that every solution of equation (5) is either a solution of 
equation (2) or a certain multiple of a solution of equation (1). From this fact we can 
•derive the following statement. 

Theorem 5. If equation (5) is strictly oscillatory, then so is equation (1). If equa
tion (5) has a non-oscillatory solution which is not a solution of equation (2), then (1) 
has a non-oscillatory solution, too. 

The relation between equations (4) and (5) is such that, ifui9 u2 vary over the set of 
all solutions of equation (5), then W(ui9 u2) varies over the set of all solution of 
equation (4). The function w = (1//) W is the solution of an equation which is the 
adjoint to equation (5). Equation (4) evidently has the solution W = const, which cor
responds to the wronskian of the two solutions of equation (2). Every other solution 
of equation (4) (modulo of a multiplication factor) can be obtained as a wronskian of 
two suitable solutions of equation (5), of which at least one is not a solution of equa
tion (2). Hence we can express Theorem 2 in this form: 

Theorem 6. If equation (4) has a strictly monotonic solution, then the solutions 
of equation (1) and equation (2) have the same character. 

Equations (4) and (5) are third-order linear differential equations. In certain cases 
the character of these equations enables us to infer the character of equation (1). This 
is why the following part will be devoted to third-order linear differential equations 
and notably to their character. 

As for the character of third-order linear differential equations Lzy = 0, every pos
sible case is represented, i.e. it can be I) non-oscillatory9 II) strictly oscillatory, 
III) oscillatory. 

We can easily find an equation of type I among the equations of constant coeffi
cients. As an instance of an equation of type II we can point to equation (5), if 
p = 1, / = exp sin x. Even an equation of the form / " + Q(x) y = 0 can be of type II; 
this case was mentioned by Kondrafev in [1], which contains sufficient conditions. 

With respect to equations of type III, we can distinguish three special cases: 
Ilia) There is only one non-oscillatory solution (except for a constant factor of 

multiplication). There are a number of instances even among equations of constant 
coefficients, and more will be said about this later. 
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Illb) There is a two-parameter set of oscillatory solutions (e.g. equations with the 
fundamental systems ex

9 sin x9 cos x). 
IIIc) There is only one oscillatory solution (except for a constant factor of multi

plication). Take as an example an equation having 1, Jj sin t exp {sin t} dt, e~x cos x 
as a fundamental system. 

We will now put forward several statements concerning these various types of 
equations. According to Mammana [2], the necessary and sufficient condition for the 
equation L3y = 0 being decomposed into LtL2y = 0 is the fact that there is a pair 
of solutions y l9 y2 such that their wronskian W(yl9 y2) 4= Oforx > x0. This condition 
and the Theorem 3 imply the validity of 

Theorem 7. If the equation L3y = 0 has two non-oscillatory solutions, whoSe 
wronskian for large values of x differs from zero9 then the equation is of type I, i.e. 
it is non-oscillatory. 

Let us denote by L3y = 0 the adjoint equation to L3y = 0. The following relation 
between them is well known: If yl9 y2 vary over the set of solutions of the equation 
L3y = 0 and W is the wronskian of their fundamental set of solutions, then 
W(yl9 y2)/W varies over the set of all solutions of the equation L3y = 0. The con
verse also holds! 

On this basis we can assert that the necessary and sufficient condition for the vali
dity of L3y = LtL2y is the existence of a non-oscillatory solution of the adjoint equa
tion L3y = 0. This can be used in inquiries into the properties of the equation 
L3y = 0, i.e. in studying the properties of subsets of the solutions of this equation 
such that they constitute a set of solutions of the equation L2y = 0. In studying 
these subsets we can then apply the same resources used for the inquiry into the pro
perties of the second-order linear equations. This has been done for instance by 
M. Gregus in his papers [3], [4] and [13], where his inquiry dealt with sets of integ
rals having a zero in the point x0 (the so-called beam in the point x0). He derived the 
conditions under which this set could be described by a differential equation L2y = 0, 
found its explicit expression and studied the relations between the beams in various 
points. He then used the properties which he was able to derive and solved a number 
of two- or three-point boundary problems. 

From Theorem 7 and the properties of the adjoint equation, mentioned above, 
the validity of the following statements can be maintained: 

Theorem 8. If equation L3y = 0 is of type I9 then L3y = 0 is of type I or II. 

Theorem 9. If equation L3y = 0 is of type IIIc), then it cannot be decomposed into 
the form LxL2y = 0, and L3y = 0 is of type II (i.e., if the equation L3y = 0 has only 
one oscillatory solution, then the wronskian of any two of its solutions is an oscilla
tory function). 

190 



Let equation L3y = 0 be of type IIIc), let z be its only oscillatory solution, and let u 
be any other arbitrary solution which is linearly independent of z (it is evidently non-
oscillatory). Then decomposition is possible L3y = L2Lxy = 0, where Ltu = 0. Let 
Lty = v, then L2v = 0. Let V = clvi + c2v2 be a general solution of the equation 
L2v = 0. Then we obtain the solution of the equation L3y = 0 as a solution of the 
equation 

Lty = V, i.e. y ' - * y = l v . 
u u 

Therefore the solutions of the equation L3y = 0 have the form 

(6) y = u \c3 + — (c1v1 + c2v2) dt\. 

There is only one triple of numbers (except for linear dependence) c*,c*, c* such that 

(7) z = u c* + — {c\v1 + c*2v2) dt . 
L JxoM J 

This, however, means that the expression in the outer brackets is an oscillatory 
function and hence that c\v1 + c*v2 is an oscillating integral of the equation L2v = 0 
and therefore that this equation is an oscillatory one. Furthermore, since z is the only 
oscillatory solution of the equation L3y = 0 it follows that 

(8) Km \c% + f -L (c*». + c*2v2) dfl = 0 . 

From these considerations we can derive the statement 

Theorem 10. Let L3y = 0 be of type IIIc) and z its only oscillatory solution, let y 
be another of its solutions linearly independent of z. Then lim zjy = 0. Jflim z + 0, 

JC-+00 X-*QO 

then y is unbounded. 

In case of L3y = 0 being of type Ilia), i.e. if there is only one non-oscillatory solu
tion (let us call it u), then we obtain for another arbitrary solution y, which is linearly 
independent of u, the expression (6). From this expression it follows that in such a case 
necessarily 

lim sup — (c1vi + c2v2) dt\ = oo , 
L J x o W J 

lim inf — (ctvx + c2v2) dt\ = - oo 
U*ow J 

for every cx and c2 which are not simultaneously zero. 

From this follows 
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Theorem 11. Let equation L3y = 0 be of type Ilia) and u be its only non-oscilla
tory solution, let y be another arbitrary solution which is linearly independent of u. 
Then yju is an unbounded function for large values of x. If y is a bounded solution, 
then lim u = 0. 

JC->OO 

We will now consider the possibility of determining the character or the type of a 
third-order linear differential equation by using its coefficients. In the literature on the 
linear equation L3y = 0 we frequently find an inquiry into the existence of at least 
one non-oscillatory solution (Kneser [5], Fite [6], Mikusiriski [7], Kondrafev [1], 
Sansone [9], M. Hanan [8]). A whole series of conditions for the existence of 
a non-oscillatory solution is implied by the following properties which the equation 
L3y = 0 can exhibit: 

(Vj). Every solution of the equation L3y = 0, which has a double zero in the point 
x0, has no zero less then x0. 

(V2). Every solution of the equation L3y — 0, which has a double zero in the point 
x0, has no zero larger than x0. 

In Hanan's paper, mentioned above, the properties of the solutions of the equations 
showing the property (V t) or (V2) have been thoroughly investigated. One important 
property of the equations L3y = 0 may be pointed out: If an equation has the pro
perty (Vx), then the adjoint equation has the property (V2), and conversely. 

Hence all solutions of an equation with property (V t) having a zero are of the same 
character. Zeros of solutions going to the right from a fixed zero, bracket each other 
their zeros to the right of it. 

The definition of property (V2) points clearly to the fact that an equation with this 
property has a non-oscillatory solution. In case of property (Vx) the construction of 
a non-oscillatory solution can proceed in the following manner: 

We select a sequence of points {x„}̂ °= t -» oo and construct a sequence of solutions 
{^(x)}n°°=1 such that yn(xn) = y'H(xn) = 0, y2

n(x0) + yn(x0) + y"n\x0) = 1. On the 
basis of the last condition we can prove that there is a subsequence of the sequence 
{yn(x)}n=x which converges to a certain solution y(x) having either no zero (as for in
stance in the case of a differential equation which has an oscillatory solution), or 
having at most one zero its multiplicity being two. If this point is xu then every 
solution has at most two zeros in the interval (x1? oo). 

To get down to details, we should like to consider first the equation 

(9) / " + Ay' + By = 0 . 

If we multiply this equation by y or y\ we can easily derive the following identities 
which are valid for solutions with a double zero in x0: 

(10) y'y" - \y'2 + \Ay2 = f* {\A' - B) y2 dt, 
J XQ 
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(11) y'f + W = I* (f2 - Ay'2 + \B'y2) At. 
J XQ 

These identities easily provide the conditions such that equation (10) has the pro
perty (V t) or (V2) and, hence, a non-oscillatory solution. If we then go into greater 
detail, we can determine some further properties of the examined non-oscillatory 
solution or other cases of solutions. (See [4] to [17] and [19].) 

The following statements hold: 

Theorem 12. Put \A! — B ^ 0 and let the sign = not be valid in any interval. 
Then equation (9) has the property (Vx) and there is a solution y(x) which has no 
zero. All solutions having a zero have the same character. The solutions belonging 
to one beam (i.e. having a common zero) bracket each other their zeros lying behind 
the common zero. If, moreover, A ^ 0, then it holds for its non-oscillatory solution 
y(x): 

yy'y" + 0 , sgn y = sgn y" #= sgn y', lim y' = 0 . 

Theorem 13. Put A! = 0, A = 0, B = 0 and let the sign = in the last inequality 
not be valid in any interval. Then all the statements of the preceding theorem are 
valid. Furthermore, the following statement is valid: y, y', y" are monotonic 
functions, lim y = lim y' = lim y" = 0. All the other solutions, which are not 

JC-+00 JC-+00 JC-*OO 

conditioned by sgn y = sgn y" =j= sgn y', have the same character. If there is an 
oscillatory solution, then the solution y is the only one that does not oscillate — the 
equation is therefore of type Ilia). 

Theorems 12 and 13 are generaliza £ ns of the theorem proved for the equation 
yw + By = 0 in [14] and of the theorem by G. Vilari [12] and M. Gregus [13]. 

Theorem 14. (G. Vilari). In the equation 

(12) / " + bxy" + b2y' + b3y = 0 

let b2 = 0, &3 = 0. Then all its solutions have the same character, with the contin
gent exception of such a solution y,for which yy' < 0, y'y" < 0. 

The statement by M. Gregus is similar to Theorem 13, though its presumptions 
\A! - B = 0, B - \J have the following form: A = 0, \A' - B = 0, B - \A! - \A'\ = k > 0. 

Theorem 15. Let \A! — B = 0, where the sign = is not valid in any interval. 
Then equation (9) has a non-oscillatory solution. If A = 0 then the non-oscillatory 
solution y is such that y" > 0, y' > 0, lim y = oo. 

JC-+00 

From Theorems 12 and 15 follows 
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Theorem 16. A necessary condition for equation (9) being of type II, i.e. being 
strictly oscillatory, is the oscillatory character of the function \A' — B. 

From the identity (11) we obtain the following statement: 

Theorem 17. Let A <; 0, B = 0, B' = 0 where in the inequality B = 0 the sign = 
is not valid in any interval. Then the statements of Theorem 13 are valid. 

From (9) we obtain 

Theorem 18. Let A = 0, B <̂  0. Then equation (9) has a non-oscillatory solution y 
such that lim y = lim y' =oo and y" > 0 is increasing. Equation (9) has the pro-

JC->OO JC-*OO 

perty (V2). 

Statements of a similar kind and by similar methods can be gained for equation (12). 

By using Theorems 12 to 18 and applying them to the equation which is the adjoint 
to equation (9), i.e. to the equation 

(13) W" + AW + (A' - B)W=0 

we immediately obtain the statements (see [9], [15]): 

Theorem 19. If A ^ 0, B = 0, \A' - B = 0, then equation (9) and equation (13) 
are non-oscillatory. 

Theorem 20. If A ^ 0, A' - B = 0, \A' - B = 0, then equations (9) and (13) are 
non-oscillatory. 

If we apply Theorem 18 to the equations (9) and (13), we obtain 

Theorem 21. Let A <^ 0,B <^ 0, A' - B ^ 0. Then equations (9) and (13) are non-
oscillatory and every its solution has at most two zeros. 

If we apply the results of Theorem 12 to 21 to equations (4) and (5), which can be 
transformed into (9), we get a considerable number of conditions for the functions 
p(x) and f(x), ensuring that equation (l) has a non-oscillatory solution, or that the 
character of equations (1) and (2) is the same. For instance, we obtain the result: If 
/ = const and p' _ 0 or p' ^ 0, then equation (1) always has a non-oscillatory 
solution. 
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We will now turn our attention to the fourth-order linear differential equations. Here 
again all three possibilities may occur, i.e., all solutions may be oscillatory, all maybe 
non-oscillatory, and also there may be oscillatory and non-oscillatory solutions. We 
will describe a method of obtaining certain criteria which allow us to determine 
whether or not the examined equation is one having solutions of the same character. 

If we consider Theorem 4, we see immediately that the differential equation L4y = 0 
certainly has all solutions of the same character, if there exists the decomposition 

(14) L4 = XL2L2 

where A 4= 0 for x > a. If the computation is carried out and the coefficients com
pared, we have 

Theorem 22. The necessary condition for the validity of the decomposition (14) is 
the possibility of transforming the equation L4y = 0 by a transformation of the 
form y = F(x) w, F(x) 4= 0 into a self-adjoint form, which is equivalent to Hal-
phenys semi-invariant of the operator L4 being zero. 

Let us therefore consider the equation 

(15) a0y
w + aty'" + a2y" + a3y' + a+y = 0 . 

If (14) is valid, we must be able to transform this equation by a transformation of the 
form y = F(x)u into the form 

(16) uw + (P2uJ + P4w = 0 

or the form 

(17) (S0u")" + (92u')' + V = 0 . 

It may be pointed out that equation (17) can always be transformed into (16) (see 
[18]). It can further be shown that 

Theorem 23. The necessary and sufficient condition for the decomposition of 
equation (16) in the form of (14) where L2 — q0D" + qxD + q2, is q0 being the 
solution of the equation 

(18) q0q™ - q'0q'o + k'fP'i + lod'oP'i + (-<Zo<Zo - 1o) P* + \dlP\ = 2q*P4 

which is in some interval (x0, oo) different from zero. 

Hence, as a first result for q0 = 1 we obtain 

Theorem 24. If 2P2 + P\ — 4P4 = 0, then equation (16) has all solutions of the 
same character. 
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We obtain further results, if we analyse equation (18). Namely the solutions of this 
equation constitute a subset of solutions of an equation, whose set of solutions is 
formed by all functions of the form W(uu u2) if ut and u2 vary over the whole set of 
solutions of equation (16). 

On this basis we can express Theorem 23 in another way: 

Theorem 25. The necessary and sufficient condition that equation (16) has all 
solutions of the same character is that equation (16) has solutions ux and u2 such that 

"i(*o) = wi(^o) = "2(^0) = u'2(
xo) = 0 , W(ut, u2) =f= 0 

for x > x0. 

Solutions ux and u2 of the preceding theorem certainly have the demanded property, 
if equation (16) has the property 

(V3). Every solution has at most one double zero. 
Let us consider the following fact: If yu y2 are solutions of equation (15) and yt = 

= F(x) uu y2— F(x) u2, then W(yu y2) = F2(x) W(uu u2). From this we can con
clude that the following theorems are true: 

Theorem 26. If the differential equation (15) has a Halphen semi-invariant of 
zero-value and has the property (V3), then all its solutions have the same character. 

Theorem 27. If equation (16) or (17) have property (V3), then all the solutions are 
of the same character. 

Let us now look for conditions on the coefficients i90, 92, 94 so that equation (17) 
has property (V3). If we multiply it by u and adjust it, then for the solution u(x) with 
a double zero in x0 we get the following identity [18]: 

(19) u(%u")' - S0u'u" + 92uu' = - f [ V 2 - S2u'2 + £4u2] dt. 
J xo 

Hence 

Theorem 28. Let 3 0 > 0, 92 ^ 0, #4 = 0. Then equation (17) has property (V3) 
and, consequently, all its solutions have the same character. 

For 3 0 = 1, S2 = 0, 3 4 = 0 this theorem is proved in [14]. For S0 > 0, S2 = 0, 
9 4 = 0 it is proved in [16]. 

In [17] the following statement is proved: 

Lemma 1. If the equation y" + p(x) y = 0, where p(x) > 0, is non-oscillatory\ 
then there is a number c > a such that for two arbitrary numbers c < x0 < x and 
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an arbitrary function v e D'(c, oo) such that v(x0) = 0 the following is valid: 

(X p(t)v2(t)dt < rv'
2(t)dt. 

J Xo J Xo 

On the basis of this Lemma we obtain from (19) 

Theorem 29. Let S0 ^ 1, 9 4 _ 0 and S2 > 0, and let the equation 

z" + 32z = 0 

be non-oscillatory. Then equation (17) has property (V3) in a certain interval 
(c, oo) and consequently all its solutions are of the same character. 

Theorem 30. Let 90 > 0, 3 2 ^ — 1, 3 4 < 0 and let the equation 

z" + | S 4 | Z = 0 

be non-oscillatory. Then all the solutions of equation (17) have the same character. 

In their paper [16] Leighton and Nehari assert the following 

Lemma 2. Let v(x) e D"(x0, oo) and let v(x0) = v'(x0) = v(xt) = i/(.Xi)> x0 < xx. 
Let r(x) > 0, p(x) > 0 and let the equation 

(20) (ry")" -py = 0 

be non-oscillatory in the interval (x0, oo). Then the folloving is true: 

("XI fXt 

pv2 dř = rv"2 dř, 
J XQ J XQ 

Remark. The differential equation is non-oscillatory in (x0, oo), if all its solutions 
in this interval have at most three zeros. If equation (20) is non-oscillatory, then there 
is a number x0 such that it is non-oscillatory in (x0, oo). 

Theorem 31. Let &0 > 0, S2 < 0, 3 4 < 0 and let equation 

(90z")" + 94z = 0 

be non-oscillatory. Then all the solutions of equation (17) are of the same, non-
oscillatory, character. 
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