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ON THE CONVĽRGENCE OF SOLUTIONS OF RANDOM DIFFERENTIAL EQUATIONS 

Dobiesław Bobrowski 

Poznaft, Poland 

We shall be dealing with the mean-square convergence of solutions 

of random differential equations. 

Let (-C, ?, P) be a probability space and let L 2 (il, -F, P) be a 

Banach space of all n-dimensional, real valued, second order random 

variables. The norm of X C L~ ( . f l . ,^, P) is defined by 

llxll - m*x [[ntej2]?}, 

where X. (i • 1,...,n) are projections of X on the one-dimensional 

subspaces and E denotes the operator of expectation. 

The space of all linear bounded mappings from L 2 into L2 is iso

morphic with the space W- of all nxn-matrices with the norm 

IAI - max (!a,.|J, 
Hi,Jin i j 

where a.. (i,j - 1,...,n) are real valued elements of the matrix 
A € W . 

The mapping 

X : jxa—>R n, J - [t0,i*>), 

such that for arbitrary t 6 J 

Xt - X(t, 0 6L 2 (Jl,*, P), 

i.e. X is the second order stochastic process, will be denoted by 

{xt, t € JJ or briefly by {XtJ and the space of all mean-square 

continuous (resp. absolutely continuous) n-dimensional stochastic pro

cesses will be denoted by C(J, L2) (resp. AC (J, L O ) , 

In this note we will consider asymptotic relation between solutions 

of the random differential equation of the type 

(1) *t - F(t, Xt, W t ) , t 6 J, 

where F : JxL.xL. -^L*, 

{xj6AC(J, L 2), {wt(€C(J, L2) and {xt J is the mean-square derivative 

of the process {xtJ. 

Here the conditions ensuring the existence of solutions are 

omitted (on this problem see for instance [l]), but nothing is said 

concerning the uniqueness of solutions. 
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Definition 1. It will be say that the stochastic process (x , t e j} 

is a S-solution of the random differential equation (1) if 

(i) J - [t0,<»), 

(ii) {xt, t C J}€ AC(J, L 2 ) , 

(iii) {Xt, t € j\ satisfies condition (1) in the mean-square sense. 

The set of all S-solutions of (1) will be denoted by S. 

Definition 2. It will be say that all S-solutions of (1) are mean-

square convergent to the common limit in infinity (briefly mean-

square convergent) if for arbitrary {xt j, {Yt^ €" S 

l.i.m. Xt - l.i.m. Yt, when t —• oo , 

i.e. 

lim lxt - YtH - 0. 

First we consider the linear random differential equation 

(2) xt - A(t) xt • wt, t e J, 

where {wtJ €C(J, L2) and A(t) is a deterministic matrix. 

Let Q(t) be the corresponding to A(t) fundamental matrix, i.e. the 

solution of homogeneous matrix differential equation 

(3) Q(t) - A(t) Q(t), t C J, 

satisfying initial condition 

Q(t0) - I 

(I denotes the unit matrix of order n). 

Theorem 1. If the fundamental matrix Q(t) satisfies condition 

lim | Q(t)| - 0, 

then all S-solutions of random differential equation (2) are mean-

square convergent. 

If the matrix A is constant then the Eigen-values of A play an 

essential role. Namely, we have following Corollary from Theorem 1. 

Corollary. If the Eigen-values of the matrix A have negative real 

parts, then all S-solutions of the random differential equation 

(4) Xt - A Xt • Wt, t C J, 

are mean-square convergent. 

The following Lemma (cf [2] and [4]) plays an important role in 

the proof of Theorem 2. 

. If the function 
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J : J x Rn — Rn 

is differentiable and if x and y are solutions of deterministic dif

ferential equation 

(5) x « $ (t, x), t £ J, x € «Rn, 

then the difference 

z(t) - x(t) - y(t), t € J, 

is a solution of quasi-linear differential equation 

(6) i(t) - Y (t, x(t) , y(t)) z(t) , t U , 

where 

(7) 

and 

V i.J-1 n. 

where . , 
(7) Y(t, x, y) - J -jj| (t, sx • (1 - s)y) ds 

4І-KІ.] 
Theorem 2. If for arbitrary ( u j , { \

r

t
J £ AC(J, L2) 

l.i.m. exp J Y (t, Ut, Vt)dt - 0, a s u - - * ^ , 

*o 
then all S-solutions of the random differential equation 

(8) Xt - $ (t, X t ) , t € J, 

are mean-square convergent. 

Theorem 3. If 

(ec) all solutions of the non-random differential equation 

(9) u(t) - A(t) u(t), t 6 J, 

are bounded, 

(A) the function 

$ : J X L 2 - L2 

satisfies condition 

(10) II f (t, U) - § (t, V)|| < f (IIU - Vj) , U, V e L 2, 

where the function 

•? : »• — *• 

is continuous and nondecreasing, 

M there exist a constant H > o and the function 
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defined by 

; 
U t H r " *(u)' u -H* 

and such that 

f II Q"1(s)J dsa lim t ( " ) . 
tJ u — 

where Q~1 is the inverse matrix to the fundamental matrix in 

equation (9), 

(J) lim V}T1f J^HQ-1 (s)!| ds} - 0, 

o 

(£) {wt^6C(J, L 2), 

then all S-solutions of the random differential equation 

(11) *t - A(t) Xt + § (t, Xt) • Wt, t 6 J, 

are mean-square convergent. 

The proof of Theorem 3 is based on the lemma due to Bihari [lj. 

Remark 1. In general, sufficient conditions for mean-square conver

gence are weaker as conditions assuring asymptotic stability. 

Remark 2. The mean-square convergence of all S-solutions of random 

differential equation implies uniqueness (in the sense of equivalence) 

of periodic or almost periodic solutions. 

Remark 3. In the cases when the common limit exists only for any sub

set (resp. subsets) of solutions it should be interesting to study 

the properties of such subset, if it is open or closed, bounded or 

not and so on. 
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