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SVAZEK 19 (1974) APLIKACE MATEMATIKY ČÍSLO 3 

A PROCEDURE FOR DETERMINING NECESSARY AND SUFFICIENT 
CONDITIONS FOR THE EXISTENCE 

OF A SOLUTION TO THE MULTI-INDEX PROBLEM 

GRAHAM SMITH 

(Received December 6, 1972) 

INTRODUCTION 

The multi-index problem was described by Haley [2] [3], and can be defined as: 

Maximize 
l m n 

I I I CijkXijk • 
i = l j=lfc=l 

Subject to 

(1.1) ixtJk = AtJ, (i = 1,2,...,/; j = 1 , 2 , . . . , m ) 
fc=i 

m 

0-2) lxijk = Bik, (i = l,2,. . ., l; fc=l,2,...,n) 
i = i 

i 

(1.3) X xtjk = Cj/c, (I = 1, 2, ..., m ; fc = 1, 2, .... w). 
i = i 

Where: 
xijk ^ 0 , (i = 1, 2,..., /; j = 1, 2,..., m ; fc = 1, 2, ..., n) 

(2-1) 1^,7 = I C j f t , ( j = l , 2 , . . . , m ) 
i = l fc=l 

m I 

(2.2) E C ; t = £ B/Jt, ( lc=l ,2 , . . . , « ) 
j = i ' - = i 

n m 

(2.3) Y> ; / [ = S A i ; , 0 = 1 , 2 , . . . , / ) . 
fc=t j=l 

Although it is possible to solve the multi-index problem using the simplex method, 
the fact that the multi-index problem is an extension of the transportation problem 
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has stimulated search for a more efficient algorithm [2], [3], [ l l ] . This is particularly 
important since multi-index problems are often quite large, and may be extraordina­
rily degenerate. 

One of the principal difficulties is that of finding a feasible solution, and it is 
therefore of interest to determine necessary and sufficient conditions for the existence 
of a solution, particularly if these conditions are of a form which aids in determining 
a feasible solution. 

Several sets of necessary conditions have been determined [4], [5], [6], [7], [9], 
but necessary and sufficient conditions have been determined only for problems 
where at least one of /, m, n is less than or equal to 2. 

Take for instance the case where n = 2. 

Le tL = {1 ,2 , . . . , /} 

M = {1,2, ..., m} 

N = { 1 , 2 } 

1 £ L 

J <= M 

K c N 

K = N - K. 

Then necessary and sufficient conditions for the existence of a solution are [5] 

(3) I I Au = I I Bik + H C,fc for all I,J,K. 
iel jeJ iel keK jeJ keK 

DETERMINING NECESSARY AND SUFFICIENT CONDITIONS 
FOR THE EXISTENCE OF A SOLUTION 

It has been shown [8] that the constraints 1 are equivalent to: 

l m n I n I n m 

(4.1) X . . . + E I I x , „ = I i B . - I A a - l B u - I C , , 
i = 2 j = 2 k = 2 i = l k=l i = 2 k=2 j=2 

m n m 

(4.2) xn. - I I x w = B n - I Aiy, (i = 2 , 3 , . . . , /) 
j=2 k = 2 j = 2 

I n n 

(4.3) x u l - L E xu* = Au ~ I Cifc, (./ - 2, 3, ..., m) 
i=2 k=2 k=2 

l m I 

L L X І Д = c u - L 
i = 2 j = 2 i = 2 

(4.4) X i u - E I x ^ - C u - l B t t , (fe = 2,3, . . . ,n) 
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(4.5) *.,, + I x ( j , = AtJ , (i = 2, 3, ..., /; j = 2, 3, ..., m) 
A = 2 

m 

(4.6) x i U + X x,vfc = Bik, (i = 2, 3,. . . , /; k = 2, 3, ..., n) 

(4.7) 

j = 2 

' J j k + X xUk = c д > 0" = 2, 3, ..., m; fc = 2, 3, ..., n) . 

The constraints 4 form a linear programming problem with the addition of the 

objective function: 

Maximize: 

(5) 

l m n 

Note that summing equation 1.1 over i a n d j gives 

l m n I m 

I I I *..» = 1 1 -̂U 
i = i j = i fc = i i = i j = i 

so that the objective function 5 is constant for all feasible solutions, and so does not 

restrict the problem in any way. 

The dual to the linear programming problem 4 and 5 is: 

(б.i) 

(6.2) 

(6.3) 

(6-4) 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

0Í IIV
 

1 

ßi IIV
 

i , o 

Уj 

Л
ll 1 , (j 

h 

Л
ll - . ( 

íij IIV
 

1. ( 

Пiк 

Л
ll -> ( 

oJк IIV
 

L C 

(i = 2, 3, ..., /) 

(; = 2, 3, ..., m) 

(fc = 2, 3, . . . , n) 

(i = 2, 3, ..., l; j = 2, 3, ..., m) 

(/ = 2, 3, ..., l; fc = 2, 3, ..., n) 

(j = 2, 3, ..., m; fc = 2, 3, ..., n) 

« - & ~ ľj ~ 5fc + í y + w/fc + 0jк ^ 1 , 

(i = 2, 3, ..., l; j = 2, 3, ..., m; fc = 2, 3, ..., n) . 

Minimize: 

(7) 

í П 

I i 
i = l k = 1 

[ I YBь-ZAn- I ß 1 Ł - E c , 1 ] « + 
1 = 2 ќ = 2 j = 2 

+ I [в«. - I ^џ] íЗ, + 1 D-i, - I c д ] ľ l + 1 [C a - 1 ß,,] -5, + 
ř = 2 j = 2 j = 2 /c = 2 /c = 2 î = 2 

» = 2 j = 2 

/ n 

/ = 2 /c = 2 
+ 1 XMuÉy + E I-V.* + I ICJk( 

j=2 íc = 2 
Д * 
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Transforming the duaV nequalities into equations gives: 

(8.1) a - y i l l = 1 

(8.2) /?. - y n i = 1 , (i = 2 ,3 , . . . , / ) 

(8-3) 7; - y i y i = 1 , (; = 2 , 3 , . . . , m ) 

(8.4) Sk - v l lfc = 1 , ( f c - 2 , 3 , . . . , n ) 

(8-5) Cl7 ~ yo'i = 1 5 (i = 2 , 3 , . . . , /; j = 2, 3 , . . . , m) 

(8.6) t]ik - yafc - 1 , (1 - 2, 3, ..., /; k = 2, 3, ..., rc) 

(8.7) 0.fe - yljk _ 1 , (j = 2, 3, . . . , m; k = 2, 3, ..., n) 

(8-8) % - Pi~ 7j ~~ h + Zij + l̂/fe + 0/fc - yr-jfc = 1 , 

(i = 2, 3, ..., /; j = 2, 3, ..., m; k = 2, 3, ..., n) 

(8.9) yl7fc = 0 , (i = 1,2, . . . , / ; j - l , 2 , . . . , m ; fc= l , 2 , . . . , n ) 

with the objective function 7. 

Since the primal constraints are equations, the original dual variables need not 
be sign restricted, but the form of constraints 6.1 to 6.7 ensures that this is so. More­
over, since all of the original dual variables must be _ 1 , they must always all be 
basic in any feasible simplex tableau. 

The dual problem has a feasible solution with all of the original dual variables 
equal to 1. Therefore, from the duality and existence theorems of linear programming 
[10], the primal either: 

(i) has no solution (in which case the dual objective function is unbounded); or 

(ii) has a solution (in which case the dual objective function is finite). 

Therefore, the necessary and sufficient condition for the existence of a solution 
to 4 is that the objective function to the dual is bounded. 

The dual problem is bounded if and only if, for all possible basis sets, there is 
no non-basic variable having all non-positive coefficients in the constraints, which 
also has (with the objective function in the form of 7) a negative coefficient in the 
objective function. 

In any simplex tableau representing the dual problem, let ypqr be non-basic and 
let the coefficients of ypqr be: 

gm in the row with a basic, 

gai in the row with /?f basic (i = 2, 3, , . . , / ) , 

giyi in the row with yy- basic (j = 2, 3 , . . . , m) , 

giu in the row with 5k basic (k = 2, 3, ..., n), 
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g,-7l in the row with ^7- basic (i = 2, 3, ..., /; j = 2, 3, ..., m) , 

gafc in the row with rjik basic (i = 2, 3, ..., /; fe = 2, 3, ..., n ) , 

gljfc in the row with 9jk basic (j = 2, 3, ..., m; fe = 2, 3, ..., n), 

g0-fc in the remaining rows (i = 2, 3, ..., /; j = 2, 3, ..., m; fe = 2, 3, ..., n ) . 

Then the objective function coefficient of y pqr is 

I n I n m 

(9) CMr=-{[Y, I^-ZAa-E5u-ICJ,]a111 + 
i = l fc=l i = 2 fc = 2 j = 2 

I m m n 

+z [Bn - z ^y </«i + z V^J - Z CJk] gin + 
i = 2 ; = 2 j = 2 k = 2 

n I I m 

+ Z [C» - Z -*«] ffiu + Z Z ^yflryi + 
fc=2 i = 2 i = 2 j = 2 

Z n m n 

+ E E ^i/cqiik + Z Z c j^i jfcl . 
i = 2/c = 2 7 = 2fc = 2 

The dual is unbounded and no solution to the primal exists if: 

9ijk ^ 0 0 = U 2>---> h J = 1» 2 , . . . , m; fe = 1, 2, ..., w) and Cpqr < 0 

This leads to the following procedure for determining necessary and sufficient 
conditions for the existence of a solution to a multi-index problem of certain dimen­
sions (say / = /', m = m', n = n')\ 

For each possible basis of the dual problem 8, inspect each column of the simplex 
tableau. For each column which has 

gijk = 0 (i = 1,2, . . . , / ; J = 1,2, ..., m; fe= 1,2, ..., n) 

record: 

gij/c (j = 1, 2, ..., m; fe = 1, 2, ..., rc) 

gflfc (i = 1, 2, ..., /, fe = V 2, ..., w) 

g0-! (i = 1, 2, ..., /; j = 1, 2, ..., m ) , 

unless an identical set of coefficients has been recorded previously. 

The sets of coefficients can then be used to determine whether or not any problem 
for which / = /', m = m', n = n' has a solution. For each set of coefficients, the 
objective function coefficient is calculated from expression 9. If the results of any 
such calculation is negative, then the problem has no solution. Otherwise the problem 
has a solution. 

The problem of finding each possible basis has been dealt with by Balinski [ l ] , 
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SOME RESULTS 

The procedure for determining necessary and sufficient conditions for the existence 

of a solution to the multi-index problem was used with several small problems. For 

problems smaller than / = 3, m = 3, n = 3 the procedure succeeded in determining 

necessary and sufficient conditions, but, processing of the largest problem attempted 

(l = 3, m = 3, n = 3) was abandoned before completion because there was no 

indication that the end of the run was near after 50 hours of processing on an IBM 

360/50 computer. 

The problems solved completely all had at least one dimension (l, m or n) of 2, and 

therefore the necessary and sufficient conditions for the existence of a solution are 

known to be the conditions 3. The conditions generated by the procedure were 

found to be equivalent to 3 which to some extent validated the computer program. 

CONCLUDING REMARKS 

A procedure has been given which, (given enough computer time) will determine 

necessary and sufficient conditions for the existence of a solution to the multi-index 

problem of any given dimensions. 

The conditions are of the form that functions of the right hand sides of 1 (see 

expression 9) are non-negative. It therefore follows from 1 that the conditions provide 

lower bounds (zero) for functions of the variables xijk: a fact which could piobably 

be used to advantage in any algorithm for finding a feasible solution. 

Furthermore it is evident that since the number of basis sets is finite and also the 

number of columns in the dual tableau is finite, the number of conditions is also 

finite. 
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S o u h r n 

METODA NALEZENÍ NUTNÝCH A POSTAČUJÍCÍCH PODMÍNEK 
EXISTENCE ŘEŠENÍ VÍCEINDEXOVÉHO DOPRAVNÍHO PROBLÉMU 

GRAHAM SMITH 

Je udán postup, který dává nutné a postačující podmínky existence řešení více-
indexového dopravního problému libovolných dimensí. Je dokázáno, že počet 
podmínek je konečný, a že tyto podmínky dávají dolní meze pro funkce neznámých 
problému. 

Author\s address: Graham Smith, The University of New South Wales, P. O. Box 1, Kensing-
ton, N S. W., Australia. 
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