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. FURTHER APPLICATIONS OF ITERATIONS OF LINEAR
BOUNDED OPERATORS 1IN NOT SELF - ADJOINT EIGENVALUE
PROBLEMS
(Summary of author s results)

Ivo MAREK, Prahan

l. Introduction. Definitions and designations.

In this paper the results published in {6} are cxten-
ded to the case of dominant eigenvalues which are multi-
ple poles of the resclvents of lincar bounded operators.
Besides this a general schedule for the construction of
<ellog's iterations is given, which generalises or cons-
tains many of the iteration schedules used in specific
Banach or Hilbert spaces. Tt is to be remarked that for
made the conclusions in iﬁ? to be valid, it is neccessa-
ry to add to the conditions given in ié} , that the domi-
nant eigenvalue  Af, must he positive. Besides that un-
der the conditions listed in 6! , it cannot be asserted
that ¥ X = is a closed subspace in X . To ensu-
re the validity of theorcms 5 and 7 of iﬁj it is suffi -
cient to demand that the operator ¥ should be an open
tronsformation mapping X into & X .

Proofs of the theorems of paper [6] and this paper
will be published in the Czech. Math. Journ.

Let X be a complex ‘Benach space, 4N its adjoint
space of continuous linear forms. We will denote ele -
ments of the space X by small Roman char«cters,. ele-:
ments of the space’ A ‘ by the same characters with as-
teresks. We denote the null-vector of both these spaces
by the symbol ¢ . Let | be a lincar bounded operator
mapping X into itsclf. The set of linear bounded ope-
rators mapping X into itself forms a Banach space, which
we will denote X¢ . We will distinguish norms in the
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spaces zK )(*} X, , by the corresponding index to the
no*m gign, i.c. for Xx ¢ X A* ¢ X* we write ”)(”X

) 3
il x and for T e X,

‘ T = AL T

W1 = 1Tl

We will drop the indices in case when no misuncerstandings
can arise. We denote the null and indentity operators by
the symbols 59, I . Let TT be an open complex plane. We
denote the spectrum of the operator T by the symbol
(T .

Let T ¢ X, and let R (), T) be the resobvent of
the operator in the point » € TI . Let ‘T Dbc an open
bounded part of complex plane; let the boundary of the
set (F consist of a finite number of disjunct Trectifi -
cable Jorden curves and let r o & (T) .

Then { {8} ) we have for every polynom
A ' T o
f(T7':EﬁiA fFAOR A, T,

where { is boundary of the set (+ , oriented in the o~
vident way. We will say, that the operator T has the

property Riﬂ in the point ,u, € & (1) , if w, is an
isolated pole of the resolvent P @iy B

"~ If the operator |  has the property Ri, in the
point (4,  the resolvent K {4 _T) can bc developed

into Laurent series in the neighborhood of the point .

(1g): I

A, T) =3 {A-md T+ 3 (2 =th) By,

kap - k::l

where . 7
(1) &= o fo ROTVAAL B = (To, DB, k= 04,00, 1,

il w b ) Q' ’

where Jha is such a positively oriented circle mﬁth the
centre .4, that no other point of the spectrum & (7T )oex-
cept (¢, 1lies on or in the circle s &

If + is a polynom and if the operator |  has the
property &7 in the point /., , we put

N

=



M, T, 8¢ 2 Ze  $OVYR A, T )dA = ‘

b R Y o
N ,',- £ (k- 1) ( ) ) B
k‘; 1 ( 1( ’l) .’ i ‘
where s has the sense defined above.
Especially we put
. e - g s RN ) v Y ,""'
'—‘r i ‘_ (("f'(’ 5 T .1 = I', "I' :'{L{: B T, ( 1_:&;; / _) 7 ity T v

Definition: We will call the point ¢, € & (1 ) the
dominant point of the spectrum of the operator | g AL
tal < |, | ‘
i 2

for any point 4 ¢ & VT . A F 4, .

2. Iterations of linear bounded operators and iteration

processcs.

Let the following assumptions be fulfilled in @ll the

statements of this paragraph, if nothing eclse is asserted.

1) The opecrator 1 is a lincar bounded operator mapping

the space X into itsclf.

2) The value ,(thn is a pole of the order ¢ of the re -

solvent K (X, T} (0% £9 <+ o) :

3) The value (4, is the dominsnt point of the speetrum

of the operator wl i \ |
Theproof of the convergence of Kellog s iteration

process is based on the following lcmmas. i '

Lemma 1. In the norm off the space 'Kq we hpgg%

‘ St e e w,” )
Foomv o # Mo Lata, B =7 2o B
P ’ { !T?" - 44 /
Lemma 2. For' mL large cnough we have
TR, 1“. ‘ et 2 ML —an . . / ~,; Vi \
!‘l ! ‘x’h ,‘ }{,(' . { ;l - '/{,(,“ p ‘7 f(X T ( 0 i |

where ~, 1s independent on " and ~u is the radius of a
girgle ﬁc which contains the whole spectrum except point

i ‘

(U./, . )
Let x & XA be a definite Ffixed vector, for" |
which
I {o} . i ‘
) ool s e |
Sl ; S . , ; _



\.

where . 1is a definite index, 15 = & ¢  and B,
A"
6

.., oare defined in (1), By,, =
Lemma 3. Let (2)-hold for the vector x* e X .

In the norm of the space X we then have:
P ] - o) A4, -s+1 {(c)

f}_,‘»;u YR AL, 7 X L - .-L;L.';....w‘-—»«—-— BS‘ X "
iy 2 e (s ~ 43,’ :
Theorem l. In the norm of thc space )fq, we have
) + 1
, o g <MY ans 4.{_,.
t::* iy * /L, e e, Py
A A N N
L ey O . ’ K ‘ ( *
Let «\ ©, \’4‘ SR Y { be sequences of llnenr
U e ' AR Y

_ forms mapping X into 1| . Let such forms @ X ,
X
™ = A7 exist, that )
‘ RS " 4 \
xFixh = dune x om (X)),

(3) N T . % i
2 X 6x) = Limn T = Ko 2 e, (X )
/y : A ) - {?f‘“‘t‘l';' /'«.4 Lidd (X) ny‘l/ oy N ‘

for every vector X = X .

{>)

If the inequalitics (2) hold for the vector x & X,
‘and when

X te) p Fir'y § ‘ .
(4) BT 40, T (B X)) # 0,
then we put
) ' t‘,{ x (ﬁ)
(5 &, _,_1.:_, g i
. ) X K( J(‘ ( ))

Kellog's iterations are constructed according to
the following formulas:

)
fayised e fane 1l 2 o X?., —
(6) X e 4-'\(, “ I\v‘) = ’w;:' (X"‘ ’)
X ‘ (Am 4 4
3 X L% ) .
(7 Uy = L

yx (X

i N .
‘Theorem 2. Let (3) hold for the forms x,_  , '9tm,,
> , x5, q;*. Let x ‘"' be such a vector, that (2)

and (4) hold.

Then ey ox o= X
i = 00" i v

holds for the sequence (6) in the norm of the space X
and ,
"‘, ¥ BV {,1 'j"v/‘-”. ) - [’.!_'{. ,

P 1A MR s |

B i e



for the numerical sequence (7) where X, is the eigen -

vector of the operator | , corresponding to the eigen-

elue L, . ‘
Remark, If we take sequences of continuous functio-

nals ’?@L ’ ﬁ;b such that for every x e X y Y € X hold
Mo (G0 = IMLA L (), 2, (XD = 12T (K,

A () = e 2 12, ) =2 ol & clix-y

where ¢ 1s independent on <.  and for such exists the
functional +: that . o
oo B Y - ) - AT )
bo G, () = Homv S (x) = 4] (x

A

A ¥ . B N} e O
for every vector <& X ] instead of the sequence of
! [ 4
linear forms {,H“ {,Q Z } in formula (7), then under

assumptions analogous to those of Theorem 2, when ,t&...> C
we obtain the following equality:

s (e Y

Ko (:'L. e T AL,
; - P ;
P e oy X )

s~

Specifically for RL;<:«3==.Jﬂ,(xv:u;am“(&\ :'ii%~ﬂx
we obtain the classical Kellog's iteration sequence"
'!:x ‘”ngfjfxi”J‘}E and the formula

4 d v i)

v];"r,i . (’ X : 5 s ” >4 o @

ST TN L e ..vv--’l;-:‘?- e s W

L X l {, y 4 x

If we choose the sequenges of forms \ ng e s TR T

/ A ‘ 3 : -~ i o
%, bor functionals { i, ! ,{f, R { in a spe-
| A28 3 U e

cific way, we obtain some wcll known lteration processcs
Se ( ng ’ !_2'_j ) L.B} 7fL5.:' 1 L7} ’ 19 ).

" In LZ} and 15} the author$ give iteration formulas
for the constructions of eigenvectors, which differ from
Kellog’s original formula (6). Beth iteration processes,
[2] and {5] can be summed up in one general scthedule:

o e

Al L = summsu ik ¥ i .
(8) . Alvw 47 . (/L!’“ i ¢ lEf'l fais 7
where ,¢, , 1s defined as , .
o - S {1 '14"{ 3 ”':
(%1" r b gj] (o ) ;
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i.e. by the formula (7).
Theorem 3, Let operator | have the property i 4

a . X
in the point ,, . Let the forms x ,:qfh y &
X % ¢

Aoy AT fulfilling the conditions of Theorcm 2, have

the following property: for large enough </ the inequa-

I

R

lity x . X . X,
' : i " x ) ». i N Ve o BT ( .
(10) S X 4 VXK= X CxNY o+ ‘l)L XDy AR AT L WA
10 . ’ R 77 ‘
" X ) f:‘ o X \ 31 ( a 2> O

holds. Let (2) and (5) hold for the vector ' ' and let

for i,y in (9) w7 O for wm = O, 7, .«
Then

(11) dun e |

holds in the norm of the space X , where i, is the ei-

genvector of the operator T corresponding to the cigen-
value (¢, &
Theorem 4.

R

Let o A K Y = f‘}, . oy for wn = . A ...
and let fg*”: togethcr with «4¥ gsatisfy the conditions
of Thoorcm 2. Let (2) and (5) hold for the vector <
Let ”jm Celmi e () fopr e o

Then (11) holds for the scquence (8) with %, defi-

o

ned by (9) and the vector Y. is the eigenvector of the o-
perator | corresponding to the value 4, .

For the applicability of Kellog's iterations (6) and
(7) it is sufficient if the order 7 of . the value ,uw. 1is
finite. It is not necessary to know ¢ explicitely. If we
do know 3 we can use this fact in calculations (see Theo-
vem 5).

Lemma 4.

In the norm of thespace Xﬁ we have
ﬂj‘/rﬂ‘. "‘46‘,‘0. e T liaa” ( T- qu_‘.a I— )i -

et P o
Theorem 5.

If the conditions of Theorem 2 are fulfilled thon

i won [ ¥ Pare s s . g, .. ¥ ; F i o k
)',,._'.fo,:ﬁ ‘_4’. P ‘{ ,1;“ i ( X We vy & ) \/ ‘f J ‘1,:‘, ,IJ . ( k% { / /
AN Xoax X )
¥ x ™) ¢
Eo (/.
¥ + (-4) .f“a ﬂ/w g ),

= 15 =



3. Modified iteration processcs.

The iterations investigated in the previous para-
r""aph can also be applicd to the construction of characte-
istic values and eigcnvectors of equations off the tyve

(12) gl S = SN0
where Lk and B are lineer operators. Jugt as in pare-
graph 2 we will list the assumptions about thc operators
% . separately, so as not to repeat their formula-
tions in most of the statements.

Assumptions. (A) Operator = is & bounded linear
operator mapping A into itself.

(B) A bounded iverse opcrotor L-?
mepping X into @ L) where B (L)is the domain of
the operator L , cxists for the bounded operator J

(C) The operator 1= b "B rulrils

the assumptions l. - 3. of paragraph 2. with /%, =~&a'4»

The following modified Kellog's iterations are a-
logous to Kellog's iterations (6) =nd (7):

AL an 47 o0 ) .
u-/’ £ ):‘4 il { :’ {.-. 0 (o = g , “‘./ A (-
e J ! ';
f‘.__ I o o e . & .4.:.[‘.....,.,.;,._._‘.“ .\._.»«- ,
e b S L
RN , fon )
A Jowd .‘f”,’ ..-.F‘.._’A,M.,, -.}‘_...- -
""f’“‘-} 2’(‘,\ // e (o + 1 ;)
-
oyt { (. t‘! < i 2 ATO QG a £ 13
where {7y, | 4/ il ok il are sequences of li-
near forms deflned together with the forms » , ) in
Theorem 2,
Theorem 6.
T ES g3 o * X
Let the forms ~,,, ; 7im 3 2., 9 4 , * ond
vector x'7 Pulfil. the conditions of Theorem 2.
Then iﬁ?kq Alars | 5 A
e R =
Ll 2 enalislilliccs
in the norm of tHe space X , whee <4/, is the cigenvec-

tor of the equation (12), corresponding to the characte-
rigstic va g '

The 1ollow1ng iterutions arc analogous to the
- T ,



iteration process (8):

. (Y ) (r) .
(l3) wr bt E) 1"’(’.;,“) 2 L' Wm ¢ 7 s ’u}’ ] z’()fvm!,* > = )b(iﬂ )"d':"v +1 7
) fo )
M);‘) = X a
where o,y arve given by
R S '
A . (Q;QLijv—" |
(% ‘e - X — -

As a special case, when A is a Hilbert space, corrcctly
. PR P .
1 . P ~ e ¥
choosing the forms X .. ., .,y %,wf‘ y WC obtain some
xnovn modified iteration processes (2] , {9] o
Thcorem 7.
- R B> & ‘ 5
Let the opor%tor "= L' B have the property K :
NP - e A X * «
in the point .Xo » Let the forme a4, ,.ZmM y Ay

LA > S § s ~ :
X, X7 fulfil the conditions of Theorem 3. Let (2)
and (5) hold for the vector » °, |
Then the following holds in the norm of the space A
Hovw w, ¢ W YT N W
an 5 OO (i Woo ampoo (M) = |

where <t -is the ecigenvector of the equation (12) cor-
responding to the characteristic value WA, .
— Thecoren 8. .
= 3+ ) * * " (O)
Let the forms 4., , 4 and the vector x  ful-
il the conditions of Theorcm 2.

Then q\ ,q-t & “”,2—1»
e ek h () () AF L (e v

1('&70'!/ \A; i&;\- < )J Wy ]

1 Ky '

: w ICSR R - [/
PO {-f;sﬂ*-ym (™08 = 0.

4. Modified itcrations in a reduced part of y
space. '

Let the conditions of paragraph 3 hold in this parae-
graph, oniy instead of (C) let us have:
(¢”) Operator T=BL™" fulfils the conditions l.- 3.
of paragraph 2 with ¢, = };’4 )

Lemma 5,

Let a4 € X be an eigenvector of the operator L™ ‘

- 20 -



corresponding to the characteristic value «wy . Then the

vector .« = 4 4y is an cigenvector of the equation
(12) corrcsponding to the same value A

Kellog’s itcrations for the operator #0L.0 can be’ |
obtained directly for equation (12). Thus it is not ncces~ |
sary to construct the operotor RL°7  and its higher |
powers. We thus obtain the following itewrstion proccss:

p A

; S Favh foave 3} . P+ 40 (<) (o)
Sl u{P‘*'Q w” 7wr‘“ TV % ad 11r( = Bx
i ‘
! N
: A /-‘fr\.) ‘
/ ' W,
(14) « Wiy = E" e 0% =TV
) x> (v J |
i - 4
\
\
.i »*‘ / £y ) b
’ Fr
\ 0 - Yo WU & é P
% hl'(’%r; j ~ o * / ) { e ¥ 1)?
‘ X.., WV
~ '{ 4 .’/ ER ‘VL ‘ ( \* ) -
where K, i R DU Z e S are SGCIUGI;;CCS O;

lincar forms defined together with the forms X ,
in Theorem 2.

Theorem 9. ;

- A # - o < X
Let the forms » . _,

Gon y ZLont oy My Xy s X
fulfil the conditions of Theorem 2 for the operator

Let , -

< “
y S¢

o o) A . » L .-”‘) . K, . IGE)
(15) Bo % o, B ey By ) 0, xT iy )% D

hold for the vector , . o
ryl o= B x°

4 r". “ ot ey 3
where % is o certain index, 1 % ¢ = 7 B, = &)

Then . . . g . e ST "
.“L'l‘jﬂ; N "uv‘m v e {(“,' ”X = ( / 7 '{(;‘: (;4 v t[ Ay & * ;‘0
Ny e OV , Th

holds for the sequences (14), where Al is the eigenvec-
tor of the equation (12) corresponding to the characte-

. . ”
.ristic value A, .
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The following iterations are analogous to iterations

(13):

L 7

! . - B —y (P f"’3 - A
, }" / {are O - 4 e o A b ) (’ F o Man) ’Zf!w +4 7
!
'.': = fo) N ‘ 3‘,
(16) - = Bx
\
i X I TR
\ A — .t.';‘m". (1 )
A . - vt gt el e
: x (vt )Y
- : - 4
\ < - (7 /

Theorecm 1Q.

. i o . X X !

Let the forms Yon 3 % ap sy My Ao, X ful-
£1l the conditions of Theorem 2. Let (15) holéd Tor the vec-
tor »'574“” = b*( ki
Let the operator 1 = 2177 have the property F.. in
the point - 4, = A~ . Then :

Y

47

v,

AUy Y, . = Z.

. Rl No i e
> o

in the norm of the space X ; the vector 7, here is the
eigenvector of equation (12) corresponding to the value
which is the limit of the sequence (16):

Thcorem 11,

Let the conditions of Theorem 9 be fulfilled Ffor the
coperator 1 - BT . Then the following holds for the

sequences defined in (13): 0 . P
. it e L DRSS i o
/Z‘Nﬂ- Ko {u\a ./'i,,-'j Fag 178 P05 /1 ) Ay e (1 T ) -

I

iy, - Ol

_.emark,
‘If the operetor | has a finite number of values
Mgy oo oy (e such that iﬁlﬁ b= i,6,0  for

&= 4,..., fv and the operator T ' has the property
Ri, in these points, one cen also use Kellogis itera -
tiogb. Instead of the operator T one investigates. the
operator T - giec ] , where 'Qq is an adequate complex
number, / ‘ '

DN
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