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WEAK POINTWISE CONSISTENCY OF THE CROSS VALIDATORY
WINDOW ESTIMATE IN NON PARAMETRIC REGRESSION
ESTIMATION
G. COLLOMB, P. SARDA and P. VIEU

Abstract: Let (X,Y), (Xi ,Yi) s i=1,...,n be independent

identically distributed % valued random vectors and let r(.) =
= E(Y|X = «) be the regression of Y on X that has to be estimat-
ed from the (xi,yi), i=1,...,n. We prove the weak pointwise con-

sistency of the cross-validatory window estimate r, defined for
all real x by 'i-n(x) = r (x3h,(X;,Y,), 1a1,...,0) = n
= “average of '\’Yi, i,..4m: X; 6 [x~h/2,x+hf21} ", with h = h such
that Q) = ,118 Q(n) where
m > 2
Q(h) -*§1 (Yj- n_1(lj‘ h.(xi’yi). i=l gece g, 1*3)) 1{136%’

A being a compact interval and the distribution of (X,Y) being
submitted to very unrestrictive conditions defining & nonpare-
metric model,

Key words and ghrases: Cross-validation, nonparametric re-
gression, kernel estimate, bandwidth choice, weak pointwise con-
sistency, convergence in probability.

Classification: 62G05

1, Introduction. Let (X,Y) be a random vector which is va-

lued :I.nl!l2 and let r denote the regression function of Y 6on X
r(x) = E(Y|X=x), VxelR.
Let (xi.xi). i=1,...,n be & random sample from the distribution
of (X,Y). The most popular nonparametric estimate of r is the
kernel estimate, proposed by Nadaraya (1964) and Watson (1964)
and defined by (with the convention c¢/0 = 0)
V)r (x) = ry(x3h) = rn“*h'(x:;}:)' Jul,eceyn) =
- E T/ S () /), Y xeR,
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where K is a kernel (see e,g. Rosenblatt, 1956) and the band-
width helRy, with h=h , VnelN, and h — 0 ae n—>00.
Several pointwise or norm (including uniform convergence) pro-
perties of this estimate have been obtained by many authoras:
see the reviews of Collomb (1981, §3) or Collomb (1985, §3).
Such results connect these properties to the asymptotic behavi-
our of (hn)E. Por instance Collomb (1977) [ resp. Collomb, 1978]
shows that the pointwise [resp, uniform, on an appropriate com-
pact] convergence in probability of Ty towards r is satiafied
if and only if n hy, —>»c0 Cresp. n hn/Log n—>00] as n*® when
the model is a sufficiently large class of distributions for
(X,Y). However all these results do not lead to & procedure pro-
viding a value for h in (1,1). The most popular procedure for
such & choice of the bandwidth h is the cross validation method,
defining an h such that

(1.2) o, (h) = Fin ()

with

(13)  wy® =o' F (4 - x, (@02 40xp)

where A is a fixed interval in[R corresponding to the domain of
interest for the estimation of the regression and where

0 (xy) = £, 1y x((xi-zj)/n)/ﬁﬁ4 R((XX)/0), 1s1,0e0,n
i 4

8

[i.e. rn.i(xi) =T 1(Xy) = vy (X5 h,(xj.!a), J=l,000,n, J£1)
defined by (1.1)1.
The oross yalidatory estimate ? 1is defined from 2 vy

i A m
(o) {® = r b - Z, ¥, NGaXPA/ 2, K((x-x ) /B),
vVxe¢iR,
This procedure is only a formalization of an intuitive ap-
proach: most practicians make approximatively this choice of '1\1
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when choosing a number h such that on & graphical display the cur-
ve r (e3n,(X,,¥y), 1=1,...,n) seems to be "well-centered" inside
the set (xi,!i), im1,.0.,10
Notwithstanding its practical importance but seemingly for mathe-
matical difficulties arising in the investigation of (1,4), this
cross validatory estimate Qn has originated few mathematical re-
sults. These results are now discussed.

Note: 1in this short communication we focus our attention on
cross validation for the kernel estimate. Cross validation for ot-

her estimates (splines, k-NN,...) is not at all discussed.

2. Discussion and result. The cross validation method for

regression estimation (and not for curve fitting, i.e. the case
of unrandom X;, i=1,...,n) is investigated by Hall (1984): &ll his
results do not imply directly that

(2.1) 'fn(x) ¥, x) 88 n-— 0

for some classicel stochastic mode M, i.e, M = "P.", "L2". "w.p. 1"
or completely, for x fixed or in & norm (e.g. L2 or an) sonsex).
Here we prove (2.1) with M = “"P." by combining e result of Hell
(1984) eand a general lemma of Collomb (1979). We shall suppose the
existence of the density f of the distribution of X.

Hall (1984) considers the kernel

(2.2) K= 1[_0.5'0_5]

[therefore (1.4) is the definition given in the summary] and de-
velops his study from the results of Collomb (1976, 1977) on the

x) Such results follow from the more precise results of Hardle
and Marron (1984): however we note that this work deals with a
Lipschitz kernel K excluding (2.2) and therefore the window es-
timate investigated in the present paper.
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bias and variance of rn(x;h) when h=hn is unrandom., These results
lead to
(2.3) I,) = [, E(ry(xsh) - r(x)? ax =

- c,(nh)'1+c2h"+ o((nh)"1)+h4).helR: ’
with O« cy< 0 and O« ¢, <o , under appropriate conditions on
the distribution of (X,Y). The minimization of this function I
shows that
(2.4) 2% = b0 with 1S = (cy/4cy)'/5 a7!/5
satisfies

oy . ~4/5

I,(6%) = min T,(0) + o(u™*/?).
Hall (1984, p. 178) defines h from (1.3) by
(2.5) o,(B) = minfax (n), gn”'/P4n 2 an"1/5,

ga/52% < an"1/5,

where § and A are sufficiently small and large constants with
§<(c1/402)1/5< A , and proves that

(2.6)  @y(h)/1,(0°) ~E25 1 ana b (n0)/1, (1°) ~E25 1 a8 n—> 00

where (Jn is the random function defined on !R; by

2.7 pyn) = 3'1;%4 (ry(xy,0) = x(x,))2

This very precise result shows that the optimal estimate r,(. 3h°)
and the cross validatory estimate ?n(-) = rn(-,?i) [f defined by
2.5] are in probability asymptotically equivalent according to the
empirical criterion of comparison defined by (2.7). However (2.6)
does not imply that (2.1) is satisfied for any classical stochas-

tic mode of convergence M, More clearly the property
Sy Fa® - 2@)? g(maxE 0 a8 1> 0

which is satisfied by ¥ (-) = r (-,h°) - since I (h%)—>0 as
n —» oo is not proved for Fn = f-n - but suggested by (2.6) -
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(2.7).
However Hall (1984, p. 178) pointed out that his results imply

(2.8) A/m° = 'l‘ln/h: Pt a8 n—oo-

This property of Iﬁ end a general result of Collomb (1979, lemme,
pe 162) lead to the following theorem dealing with the weak point-
wise consistency of ?.n on A, We suppose A = [a,b) and denote & oa

= [a-d’, b+81, > 0.

Theorem. If the distribution of (X,Y) is such that for some

© >0

(1) the density f is bounded away from zero on A, is twice

differentiable on A® and satisfies
sup {127 (x+y) - £7(x) |,xeA%/2, 0<y<dt= 0(&"/2) as 5~ 0,

(ii) the r.r.v. Y is bounded and the regression r has_two

continuous derivatives on A® ,

then the cross validatory window estimate f'n [defined b 1.4),
(2.2) and (2.5)]) satisfies '

(2.9) Vxea, Qn(x) Py r(x) a8 n—> .

This result is now commented in connection with two other
problems involving the kernel method and cross validation techni-
que!-

Remarks on cross validation in the curve fitting problem.

In the curve-fitting context with the following additionsl condi-
tions on the unrandom X, i=1,...,n,

(2.10) I = i/n, i=1,,..,n,

Wong (1983) proves that for A = [0,1]

ﬂn(l\%)-!f-&LO a8 n— 00 .

This result which involves the empirical criterior (2.7) is sub-
- 793 -



ject to the same criticism: it does not imply the convergence
(2.1) for some classical stochastic criterion M (see also Col-
lomb, Math. Reviews# 720259).

The same remark also concerns more precise results of Rice (1984)

who proved (2.8) under assumption (2,10).

Remark on cross validation in density estimation. Our ma-
thematical approach of cross validation for the regression ker-

nel estimation is similar to the approach of Devroye and Penrod
(1984) who investigate the properties of the kernel density es-

timate
211 fi(xb) = (a7 K, K((x-X)/0), 850

when (-, Theorem 2, p. 1232) the bandwidth h is & r.r.v.
h(x1,...,1n). Devroye and Penrod (1984, p. 1236-1237) apply their
results to cross validation procedures maximizing an empirical
likelihood for the choice of h in (2,11) from 11,...,xnz for such
an automatic density estimate they derive some classical conver-
gence properties of the type (M) considered just after (2.1).
Lastly we note that the result of Cellomb (1979, p. 162) stated
below is in the spirit of these results of Devroye and Penrod:
for instance Collomb (1979, p. 170) gives an application to the
convergence of an heuristic regression estimate closely related
to the "direct nonparametric density estimate™ considered by
Devroye and Penrod (1984, p. 1235, §3).

For the future of cross validation investigation we remark
that this mathematical tool involved in the following proof re-
mains valid for M = "w.p,L" or "completely" and for X; which
are IRP valued, p>1, and also does not suppose any i.i.d. type
condition on “1"‘1)' i=1,...,0.
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3. Proof. Result (2.9) is deduced from (2.8): we use the

following lemma given by Collombd (1979, p. 162) to prove the
strong pointwise convergence of the k-NN kernel regression esti-

mate (-,p. 165). This general result is repeated in the following
self-contained paragraph.

3.1. Preliminary result (Collomb, 1979, lemme, p., 162). Let
(‘1'31)’ i=1,,..,n be random variables which are valued in
B < RY, A® ﬂ[R"') where (E,A) is a measursble space. Let M de-
note one of the following convergence modes: in probability ("P."),
almost surely or complete. Let k be a real positive measurable
function on R = [E such that for every t and t  in [R.
(3.0) t<t => VzelE, k(t,2) 2k(t",z).
Let ¢ denote & positive real number, for any integer n and for
any r.r.v. T let

~ m
e, (2) = ;e_‘E‘ By k(T,Ai)/;'Z::‘ k(T,44).

Lemma. Let (D ), be a sequence of r.r.v. If for any
fe 10,10, there exist no sequences D ({3 ) and D;({&) of r.r.v.

(n & IN) such that
M

o1 D; p¥ (), ¥nelN, and 1 1,
(o1 Pp(RIeDy(R), Vel el N @

el - L4 + M
(3.2) 2, K(DZ(R) .Ai)/&Z;_’1 k(D (3),A)) —> 3,

(3.3) o, (03(B)) >0 and o, (0}(p ) K o,

ag n—»c0 , then we have

(3.4) e (D)) M. ¢ a8 > w.

302+ Proof of the theorem. Let x be any given element of A.
We apply the lemma above to M = "P,", E = Ry A= Bpy k(t,s) =

=K((x-2z)/t), ¥selR, V¥t>03; V¥nelx, D, -ia as defined by
- T95 -



(2.5) end
(‘-1,31) = (xi,yi)' i=1 gsece gy
so that
(3.5) £(x) = c (D).
The condition "B; valued :Lnlll: " comes from the condition "Y boun-

ded” by a simple translation argument, and (2.2) implies (3.0).
For any (3 fixed in 10,1[, the sequences

(3.6)  D3(p) = p'/2 10 ana Di(A) = 1213,  Vnem,

satisfy (3.1),(3.2) and (3.3) with M = "P," :
Proof of (3.1): the result (2.8), proved by Hall (1984) un-
der the conditions of the theorem, implies that
- ca1/2 2 -1/2
B, = 4D;(P) <D, «0}(3)} = {p 22 By/mQ 2 p7'/2}
satisfies

r(°xn)——>o as n—> co.

This result and the trivial equality

ve>o rcnmn}-nzs)-r(%n)
lead to

1B _1';:_’_ 1 as n—>o00.

n

Proof of (3.2): we remark that
B, K(05(),A)/ E K(DE(B) ) = B2, (x,D5(R)/2,(x,DE(R))
where tn(x.v) is defined by (2.11). The condition (3.2) follows
from the classical result of Rosenblatt (1956) ensuring that un-

der our conditions on ¢
fn(x,nn) _2’_;. £(x)%0 &8 n—> o0

for ‘n =D (R) eand o = D;(/?.). since formulae (2.4) and (3.6)

imply &, —> Oundnan——»w &8 n-—»00-

Proof of (3.3): this last argument implies also (see e.&.
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Collomb, 1976, 1977) that

rn(x,D;((&)) B, r(x) end rn(x,D;((s)) ._r;} r(x) as n—oo.

Hence the condition (3.3) is satisfied with ¢ = r(x) and therefo-
re gives (2.9) from (3.4) and (3.5).
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