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# parabolic equations with deviating argument in advance Lubica Šedova 


#### Abstract

The phase space for the equation $\frac{d u}{d t}+A u=L u_{t+b}$ is decomposed into the sum $Y=Y_{1}+Y_{2}$ of two $T(t)$-invariant subspaces, where $T(t)$ is the corresponding semigroup of solutions, $L$ is a linear operator and $u_{t+b}$ denotes the deviation of $u$ in advance. Also a nonlinear generalization $\frac{d u}{d t}+A u=f(t, u \omega(t))$ of the above problem is treated.
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## § 1. Introduction and results

The paper extends the results of J. Milota [Mi] to the problems with deviating argument in advance. A decomposition of the phase space $Y=\gamma_{1}+\gamma_{2}$ into two $T(t)$-invariant subspaces is established. This decomposition can be applied in investigation of the asymptotic stability. Some ideas of [Mi] have beerp used. The results obtained in the linear problem are similar to those by [Mi] provided the norm of $L$ is small.

Solving the nonlinear parabolic functional differential equation, the existence and uniqueness of the solution have been proved (see Theorem 5). A result of [Š] has been extended from functional ODE to the parabolic problems.

Moreover, under the monotonicity assumptions on $f$, restrictions concerning the growth assumptions can be removed. In that case we apply some techniques from the theory of partially ordered Banach spaces.

In the paper some examples are given which illustrate the special behaviour of solutions to the problem with advanced argument.

The theory of semigroups, the original Banach space $X$, the power spaces $X^{\alpha}$ and the estimates from [Mi] and [He] are used.

## §2. Assumptions and denotations

Suppose that $X$ is a Banach space and $A$ is a sectorial operator in $X$ (for the definition see [ He ] or $[\mathrm{Mi}]$ ). Let $\operatorname{Re} \sigma(A)>0$ and let $\alpha \in(0,1)$. Denote $X \propto$ the fractional Banach space of $X$, following $[\mathrm{He}$ ] terminology.

Let $\gamma>0$. Let $\gamma=\left\{y \in C\left((-\infty, 0\rangle, x^{\alpha}\right) ; \sup _{\varepsilon \in(\infty, 0\rangle} \mathrm{e}^{\gamma \theta}|y(\theta)|_{\infty}<\infty\right.$ and $e^{\gamma \theta} y(\theta)$ is a uniformly continuous function from $\left(-\infty, 0>\right.$ to $\left.x^{\alpha}\right\}$. Clearly, $Y$ is a Banach space with the norm $\|y\|_{Y}=s u p e^{\gamma \theta}|y(\theta)|_{\alpha}$. Let $b>0$ and let $L: Y \rightarrow X$ be a continuous linear operator. Further we assume that there exists a constant $C_{\alpha}>0$ such that the following estimates hold for each $t \in(0, \infty)$ :
(A1) $\left|A^{\alpha} e^{-A t}\right| \& C_{o c} t^{-\alpha} e^{-a t}$
(A2) $\|L\| C_{C} \int_{0}^{t}(t-s)^{-\infty} e^{-a(t-s)} d s \leqslant q$, where $0 \leqslant q<1$ and $\|L\|$ is the norm of the operator $L$.

The first assumption takes always place (see [He]).
Let $\left.Z=\left\{u \in C(<0, \infty), x^{\infty}\right) ; \sup _{\Delta<(0, \infty)}|u(t)|_{\infty}<\infty\right\}$ and let Illull$=\sup _{t \in(0, \infty)}|u(t)|_{\infty}$ for each $u \in Z$. ( $Z$, M. IIII ) is a Banach space. If $u \in C\left((-\infty, \infty), x^{* x}\right)$, we denote $u_{t}(\Theta)=u(t+\theta)$ for each $\theta_{\epsilon}(-\infty, \infty)$.

Definition of a mild solution. Let he be an initial function. We consider the equation
(E) $\frac{d u}{d t}+A u=L\left(u_{t+b}\right)$ (the equation with the deviation) together with the initial condition
( $C_{0}$ ) $u_{0}=h$ on the interval ( $-\infty, 0$ ).
Any solution $u$ in the space $C\left((-\infty, \infty), x^{\infty}\right) \cap Z$ of the integral equation
(E1) $u(t)=e^{-A t_{h(0)}}+\int_{0}^{t} e^{-A(t-s)} L\left(u_{s+b}\right) d s$,
which satisfies the initial condition ( $\mathrm{C}_{0}$ ), is said to be a mild solution to the initial problem ( $\mathrm{E}, \mathrm{C}_{\mathrm{O}}$ ).

## $\$ 3$.

Existence theorem 1. Let $h \in Y$. Then under the assumptioris given above there exists a unique mild solution of the problem ( $E, C_{0}$ ) in the class of
$1 \cdot 1 \alpha_{\alpha}$-bounded continuous functions.
Proof. Let $S_{1}=\{x \in Z ; x$ is a continuous extension of the function $h\}$. Clearly, $S_{1}$ is a closed subset of the Banach space $Z$. We shall consider the operator $T: S_{1} \rightarrow S_{1}$ which is defined for each $t \geq 0$, by $T x(t)=e^{-A t} h(0)+$ $+\int_{0}^{t} \mathrm{e}^{-A(t-s)} \mathrm{L}\left(\mathrm{x}_{\mathrm{s}+\mathrm{b}}\right) \mathrm{ds}$.

Since $|T x(t)|_{\alpha} \leqslant C e^{-a t}|h(0)|_{\alpha}+C_{\alpha} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha}\|L\|\left\|x_{s+b}\right\|: d s \leqslant C_{\alpha}|h|_{\gamma^{+}}$ $+C_{\alpha}\|L\| \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha} d s\left(\|h\|_{Y}+\| \| x \| I\right), T$ maps $S_{1}$ into $S_{1}$. Further

$$
\left|T x_{1}(t)-T x_{2}(t)\right|_{\alpha}=\mid \int_{0}^{t} e^{-A(t-s)} L\left(\left.x_{1, b+s}^{\left.-x_{2, b+s}\right) d s}\right|_{\alpha} \leqslant\right.
$$

$$
\leqslant\|L\| c_{\infty} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\infty} d s\left\|x_{1}-x_{2}\right\| I \leq q \text {.III } x_{1}-x_{2} \| I .
$$

Hence $\left\|I T\left(x_{1}-x_{2}\right)\right\|\|q\| x_{1}-x_{2}\| \|$ and by the Banach fixed point theorem there exists a unique solution of (E1) in $S_{1}$.

The question arises, when the mild solution is a strong one.
Theorem 2. Let $h(0)$ be an element of $X^{\alpha+\varepsilon}$ for some $\varepsilon>0$ and let $e^{r} \theta_{h}(\theta)$ be Hölder continuous in ( $\left.-\infty, 0\right\rangle$. Then the mild solution of ( $\dot{E}, C_{0}$ ) is a strong one.

Proof. We shall apply Th. 3.2.2 in [He]. Put $f(s)=L x_{s+b}$. Clearly, $\int_{0}^{\varrho}|f(s)| X d s<\infty$ for each $\rho>0$, because $\left.f:<0, \infty\right) \rightarrow X$ is a continuous function. Further, we have to show that $f$ is locally Hölder continuous. This follows from the following two statements:
(i) $e^{\alpha} \mathrm{h}(\theta)$ is a Hölder continuous function;
(ii) $x(t)$ as a mild solution is a Hölder continuous function in $\langle 0, \infty)$. We have

$$
\begin{aligned}
& \quad\left|x\left(t_{1}+k\right)-x\left(t_{1}\right)\right|_{\alpha}=\left|\left(e^{-A k}-I\right) e^{-A t_{1}} h_{h(0)}\right|_{\alpha}+\mid \int_{0}^{t}\left(e^{-A k}-I\right) . \\
& \left.\cdot e^{-A\left(t_{1}-s\right)} L x_{s+b}^{d s}\right|_{\alpha}+\left|\int_{t_{1}}^{t_{1}+k-A\left(t_{1}+k-s\right)} e^{-a t_{1}} L x_{s+b} d s\right|_{\alpha_{0}} \leqslant C k^{\varepsilon} e^{-a}|h(0)|_{\alpha+\varepsilon^{+}} \\
& +C(\varepsilon) k^{\varepsilon} C_{\alpha+\varepsilon} \int_{0}^{t}\left(t_{1}-s\right)^{-\alpha-\varepsilon} e^{-a\left(t_{1}-s\right)} d s \| L H\left(\|h\|_{Y^{+}}\|x\|\right)+ \\
& +\|L\|\left(\|h\|_{\gamma}+\|x\| I\right) C_{\alpha} \int_{t_{1}}^{t_{1}+k} e^{-a\left(t_{1}+k-s\right)}\left(t_{1}+k-s\right)^{-\alpha} d s \leq K k^{\varepsilon}+K_{1}\left(t_{1}\right) k^{1-\alpha} \text {, so that } \\
& \text { (ii) takes place. }
\end{aligned}
$$

$h(\theta)$ is a locally Hölder continuous function on ( $-\infty, 0>$ because $e^{\gamma \theta} h(\theta)$ is Hölder continuous. This also implies that the map $s \rightarrow x_{s+b}$ as a map from
$\langle 0, \infty)$ into $Y$ is locally Hölder continuous and thus $f(s)=L x_{S+b}$ is locally Hölder continuous, too.

Apriori estimates for the mild solutions and some properties of those . solutions

1) Continuous dependence of solutions on the initial condition. Let the solution $x_{1}$ correspond to $\varphi_{1}$ and $x_{2}$ to $\varphi_{2}$. Then we have $\left\|x_{1}-x_{2}\right\| \leq$ $\leq\left(c_{1}+q\right)\left\|\varphi_{1}-\varphi_{2}\right\| Y_{Y} q\left\|x_{1}-x_{2}\right\| I$, from where it follows
(1) $\left\|\left\|x_{1}-x_{2}\right\|!\frac{C_{1}+q}{1-q}\right\| \varphi_{1}-\varphi_{2} \| Y$
and
(2) $\left\|x_{t}\right\|_{Y} \leqslant \frac{c_{1}+1}{1-q}\left\|g_{Y}\right\|$.

Now we shall consider the operator $Y(t): Y \rightarrow Y$, which is defined for each $t \geqslant 0$ as follows:

If $u(t)$ is a mild solution of the equation ( $E$ ) with the initial function $\varphi \in Y$, then $T(t) \varphi$, similarly as in $[M i]$ will mean $u_{t} \in Y$. On the basis of (2), it is clear that so defined $T(t)$ is a semigroup of the class $C_{0}$. The assumption on the uniform continuity of $\mathrm{e}^{\gamma \theta} \varphi(\theta)$ is needed in the proof of $\lim _{t \rightarrow 0} T(t) \varphi=\varphi$. For the operator $L=0$ we denote this semigroup by $S(t)$, similarly as in [Mi].
2) The solution $x(t)$ is bounded on the interval $\langle\delta, \infty)$ for each $\delta>0$ also in the space $X^{\alpha+\varepsilon}$ such that $\varepsilon>0$ and $\alpha+\varepsilon<1$, and locally Hölder continuous as a function of $s \in\left\langle\sigma^{\prime}, \infty\right)$ into $X^{\infty}$ :
$\quad$ (3) $|u(s)|_{\alpha+\varepsilon} \alpha\left|e^{-A s \varphi}(0)\right|_{\alpha+\varepsilon}+\left|\int_{0}^{s} e^{-A(s-r)} L u_{r+b^{2}} d r\right|_{\alpha+\xi} C^{-a s_{s}-\varepsilon}|\varphi(0)|_{\alpha+}$
$+C \int_{0}^{s} e^{-a(s-r)}(s-r)^{-\alpha-\varepsilon} H L H(\|\varphi\| \gamma+\|u\|) d r \leqslant C \delta^{-\varepsilon}|\varphi(0)|_{\alpha}+C \int_{0}^{s} e^{-a(s-r)}(s-r)^{-\alpha-\varepsilon}$.
$\cdot d r\|L\|\left(1+\frac{C_{1}+q}{1-q}\right)\|\varphi\|$.
(4) $|u(s+h)-u(s)|_{\infty}=\left|\left(e^{-A h}-I\right) e^{-A s} \varphi(0)\right|_{\infty}+\mid \int_{0}^{s} e^{-A(s-r)}\left(e^{-A h}-I\right)$. - $\left.L u_{r+b} d r\right|_{\alpha}+\left|\int_{\Delta}^{\alpha+h} e^{-A(s+h-r)} L_{u_{r+b}} d r\right|_{\alpha} \leqslant C h^{\varepsilon} e^{-a s} s^{-\varepsilon}|\varphi(0)|_{\alpha}+$ $+C \int_{0}^{\infty} e^{-a(s-r)}(s-r)^{-\alpha-s} d r h^{\varepsilon}\|L\|\left(1+\frac{C_{1}+q}{1-q}\right)\|\varphi\|_{\gamma}+$ $+C \int_{s}^{p+h} e^{-(s+h-r) x}(s+h-r)^{-\alpha} d r\|L\|\left(\frac{C_{1}+q}{1-q}\right)\|\varphi\|_{Y} \leq\left(C \sigma^{-\varepsilon} h^{\varepsilon}+C^{\omega} h^{\varepsilon}+C^{*} \cdot h^{1-\alpha}\right)\|\varphi\|_{Y}$.

Now we shall consider the problem, when $T(t)-S(t): Y \rightarrow Y$, is a compact operator. A similar lemma as in [Mi] is true:

Lemme 1. If $A$ has a compact resolvent, then the operator $T(t)-S(t)$ : $: Y \rightarrow Y$ is compact for each $t>0$.

Proof. We have
(5) $((T(t)-S(t)) \varphi)(\tau-t)=\int_{0}^{\tau} e^{-A(\tau-s)} L u_{s+b} d s$ for each $\tau \in(0, t>$ where $u$ is a mild solution of $(E)$ with $u_{0}=\varphi$ and $((T(t)-S(t)) \varphi)(\tau-t)=0$ for each $\tau \in(-\infty,-0>$.

Let, now, $\varphi_{\Pi} \in Y$ be a sequence of bounded elements of $Y$. We shall show that we can extract a subsequence from this sequence such that $(T(t)-S(t)) \varphi_{n}$ converges in Y .

By (5) it suffices to show that there exists a subsequence of the sequence of mappings $\tau \rightarrow \int_{0}^{\tau} e^{-A(\tau-s)} L u_{n, s+b} d s$, which converges in the space $\left.\mathrm{C}(<0, \mathrm{t}), \mathrm{x}^{\alpha}\right)$. This will be shown as follows:
I. The sequence of mappings from $\langle 0, t\rangle$ into $X^{\infty}$ $\tau \rightarrow \int_{0}^{\tau} e^{-A(\boldsymbol{r}-s)} L u_{n, s+b} d s$ is equicontinuous.
II. For each $\tau \in\langle 0, t\rangle$ there exists a subsequence of $\varphi_{n}$ such that $\int_{0}^{\tau} e^{-A(\tau-s)} L u_{n} s+b d s$ converges in $X^{\alpha}$.
From I, II the compactness follows.
To prove I we consider
$\left|\int_{0}^{\tau+h} e^{-A(\tau+h-s)} L u_{n, s+b} d s-\int_{0}^{\tau} e^{-A(\tau-s)} L u_{n, s+b} d s\right|_{\alpha} \leqslant$
$\leq\left|\int_{0}^{\tau}\left(e^{-A h}-I\right) e^{-A(\tau-s)} L u_{n, s+b} d s\right|_{\alpha}+\left|\int_{\tau}^{\tau+h} e^{-A(\boldsymbol{\tau}+h-s)} L u_{n, s+b} d s\right|_{\alpha}$,
from where the equicontinuity by (2) follows.
Further,
$\left|\int_{0}^{\tau} e^{-A(\tau-s)} L u_{n, s+b} d s\right|_{\alpha+8} \leqslant C_{\alpha+\varepsilon} \int_{0}^{\tau} e^{-a(\tau-s)}(\tau-s)^{-\alpha-\varepsilon_{\| L}\| \| u_{n, s+b^{H}}^{\gamma} d s \leq, ~}$
$\& C_{\alpha+\varepsilon} \int_{0}^{\tau} e^{-a(\tau-s)}(\tau-s)^{-\alpha-\varepsilon} \operatorname{ds}\left(\frac{C_{1}+q}{1-q}\right)\left\|\varphi_{n}\right\|_{Y} \leqslant C$.
From this inequality as well as from $t_{1}$; mpactness of the embedding $X^{\alpha+\varepsilon} \hookrightarrow c X^{\alpha}$ the statement II follows.

The compactness of the operator A is a sufficient but not necessary condition (even when the right-hand side of the equation ( $E$ ) is different from 0 ), for the operator $T(t)-S(t)$ to be compact, as the following example shows.

Example 1. Let $x=L_{2}(-\infty, \infty)$. Let $A u=-u_{x x}+u$ and $D(A)=W_{2}^{2}(R)$. According to [He] $A$ is a sectorial operator, $\sigma(A)=(1, \infty), \alpha=1 / 2$ and $x^{1 / 2}=W_{2}^{1}(R)=x^{\alpha}$.

$$
-617-
$$

Hence the operator $A$ has no compact resolvent. Let us take the equation. ( $E$ ), where $L: C\left(\langle-b+\beta, 0\rangle, x^{\alpha}\right) \rightarrow X$ is a linear and continuous operator, for some fixed $\beta>0$ such that $-b+\beta<0$. Further we suppose that there exists a sequence $L_{r}$, for $r=1,2, \ldots$, such that:
(i) each $L_{r}: C\left(\langle-b+\beta, 0\rangle, W_{2}^{2 \alpha}(-r, r)\right) \rightarrow X$ is a continuous and linear operator,
(ii) $L_{r}-L \rightarrow 0$ for $r \rightarrow \infty$ in the space $\left[C\left(\langle-b+\beta, 0\rangle, x^{\alpha}\right), X\right]$.

Since $W_{2}^{2 \alpha}(-\infty, \infty)$ is continuously embedded into $W_{2}^{2 \alpha}(-r, r)$, it is clear that $L_{r}: C\left((-b+\beta, 0\rangle, x^{\alpha}\right) \rightarrow x$ is also linear and continuous for each $r \in\{1,2$, $\ldots\}$.

Hence, we consider the problem
$\frac{d u}{d t}-u_{x x}=L u_{t+b^{\prime}}-u(t) ; u(0)=u_{0}$, where $u_{0} \in X^{1 / 2}=W_{2}^{1}(R)$.
We can extend the initial function to the interval ( $-\infty, 0\rangle$ as a constant function. We shall show that under (i) and (ii) $T(t)-S(t): Y \rightarrow Y$ is a compact operator for each $t>0$.

We have to prove the statements I and II from the previous proof under the assumption that the sequence $\varphi_{n}$ in $Y$ is bounded.

The statement I has been already shown in the previous proof.
Now we prove the statement II: First we shall show that for each $\mathrm{r} \in$ $\in\{1,2, \ldots$,$\} there exists a subsequence of \varphi_{n}$ such that the corresponding $u_{n}(s)$ converge in the space $W_{2}^{1}(-r, r)$ for each $s \in\langle\beta, t+b\rangle$, uniformly with respect to $s$. Choose an arbitrary, but fixed $r>0$. On the basis (4) we have:
(6) $u_{n}$ are equicontinuous as the mappings from $\langle\beta, t+b\rangle$ into $x^{\alpha} c$ $\rightarrow W_{2}^{1}(-r, r)$.

Further, (3) gives us that $\left|u_{n}(s)\right|_{\alpha+\varepsilon} \leqslant K\left\|\varphi_{n}\right\|_{Y}$ and so $\left|u_{n}(s)\right|_{W_{2}}^{2 \alpha+2 \varepsilon} 0 . C$ for each $s \in\langle\beta, t+b\rangle$. Hence
(7) $\left|u_{n}(s)\right|_{W_{2}}^{2 \alpha+2 \varepsilon_{(-r, r)}} \mid \leq C$ for each $s \in\langle\beta, t+b\rangle$. As $W_{2}^{2 \alpha+2 \varepsilon}(-r, r) c c W_{2}^{1}(-r, r)$, from (6) and (7) the existence of a subsequence $u_{n}$ uniformly converging in the space $W_{2}^{1}(-r, r)$ with respect to $s$ follows. Now, step by step, we put $\mathrm{r}=1,2, \ldots$ and we construct a subsequence of $\mathcal{S}_{n}$ such that the corresponding $u_{n}$ will converge uniformly with respect to $s \in\langle\beta, t+b\rangle$ in the space $W_{2}^{1}(-r, r)$ for every $r>0$. (This dives not imply the convergence in $W_{2}^{1}(-\infty, \infty)$.)

Let $\tau>0,0<\tau<t$, be arbitrary and let $\varphi_{n}$ be such a subsequence
constructed above that the corresponding subsequence $u_{n}$ converges in $W_{2}^{1}(-r, r)$ for each $r \in\{1,2, \ldots\}$. Then
$\left|(S(t)-T(t))\left(\varphi_{n}-\varphi_{m}\right)(\tau-t)\right|_{\alpha} \leq \mid \int_{0}^{\tau} e^{-A(\tau-s)} L_{r}\left(u_{n, s+b}-u_{m, s+b}\right) d s L_{\alpha}+$
$+1 \int_{0}^{\tau} e^{-A(\tau-s)}\left(L_{r}-L\right)\left(u_{n, s+b^{-}} u_{m, s+b}\right) d s L_{\alpha} \leqslant$
$\leq \sup \left\|L_{r}\right\| \int_{0}^{\tau} c_{\alpha} e^{-a(\tau-s)}(\tau-s)^{-\alpha} d s\left\|u_{n, s+b^{-u}}^{m, s+b}\right\|_{C\left(\langle-b+\beta, 0\rangle \cdot w_{2}^{2 \alpha}(-r, r)\right)}+$
$+\left\|L_{r}-L\right\| C_{\alpha} \int_{0}^{\tau} e^{-a(\tau-s)}(\tau-s)^{-\alpha}\left(\left\|u_{n, s+b}\right\|+\left\|u_{m, s+b}\right\|\right) \leq$
$\leq C_{1} \sup \left\|L_{r}\right\|\left\|_{n}-U\right\|_{m} C\left(\langle\beta, t+b\rangle, W_{2}^{2\langle }(-r, r)\right)+\left\|L_{r}-L\right\| C_{2}$,
where we have used (2).
Then to each $\varepsilon>0$ there exists an $r_{0}$ such that $\left\|L_{r_{0}}-L\right\|<\frac{\varepsilon}{2 C_{2}}$. To this $r_{0}$ there is an. $n_{0}$ such that for each $n, m>n_{0}$ :
$\left|u_{n}-u\right|_{m}\left(C\left(<\beta, t+b, W_{2}^{2 \alpha}\left(-r_{0}, r_{0}\right)\right)<\frac{\varepsilon}{C_{1} \text { supliL } r \text { II.2 }}\right.$ so that
$\left|(S(t)-T(t))\left(\varphi_{n}-\varphi_{m}\right)(\tau-t)\right|_{\alpha}<\varepsilon$ for each $n, m>n_{0}$. Hence $S(t)-T(t)$ : $: Y \rightarrow Y$ is certainly a compact operator.

An example of an operator L satisfying the conditions (i), (ii) above, is the operator $[L u](x)=a(x) u_{x}(0, x)$, where $a(x)$ is a continuous function defined on $(-\infty, \infty)$ such that $\lim _{x \rightarrow-\infty} a(x)=0$. Then we can take $\left(L_{r} u\right)(x)=$ $=a_{r}(x) u_{x}(0, x)$, where $a_{r}$ is a sequence of continuous functions such that $\operatorname{supp} a_{r} c(-r, r)$ and $a_{r} \rightrightarrows a$ on $(-\infty, \infty)$.

An estimate for the essential spectrum of the operator $L$ under the assumption that $T(t)-S(t)$ is compact, is the following one:
(8) $\sigma_{e s}(T(t)) \leq C e^{-m i n(a, \gamma) t}$.

For the proof see $[M i]$, who estimated $|\sigma(S(t))| \leqslant C e^{-m i n(a, \gamma) t}$ and since $S(t)$ here and in $[\mathrm{Mi}]$ have the same meaning, we have that $\sigma_{e s}(T(t))=$ $=\sigma_{\mathrm{es}}(\mathrm{S}(\mathrm{t})+\mathrm{T}(\mathrm{t})-\mathrm{S}(\mathrm{t}))=\sigma_{\mathrm{es}}(\mathrm{S}(\mathrm{t}))$, by [4.1, Mi].

Now, we shall deal with the relation between $\sigma(B)-\sigma_{\mathrm{es}}{ }^{(B)}$ and $\sigma(T(t))-\sigma_{e s}(T(t))$, where $B$ is the infinitesimal generator of the semigroup $T(t)$.

We shall extend the result of [Mi, Lemma 2$]$ to our case.

Lemme 2.
(i) If $\boldsymbol{\theta}_{\varphi}=\lambda \varphi$, then $0 \geq \operatorname{Re} \lambda \geq-\gamma$ and $T(t) \varphi=e^{\lambda t}$ where $\varphi(\theta)=e^{\lambda \theta_{d}}$ for $\Theta<0$ and $d \in D(A)$ and $d$ solves the characteristic equation
(9) $\lambda \varphi(0)+A \varphi(0)=e^{\lambda t} L\left(e^{\lambda \theta} \varphi(0)\right)$.
(ii) If $0 \geq \operatorname{Re} \lambda \geq-\gamma$ and (9) has a nontrivial solution, then $\lambda \in P_{\sigma}$ ( 8 ) (point spectrum of the operator 8 ).
(iii) If $\mu \in P_{\sigma}(T, t)$ ) and $\mu \neq 0$, then there exists at least one $\lambda$ such that $\lambda \in P_{\sigma}(B)$ and $e^{\lambda t}=\mu$ and there are at most finitely many such $\lambda$.

Proof.
(i) In the same way as in [Mi] we can show that $\varphi(\theta)=e^{2 \theta}(\hat{C}(0)$ and hence Re $\lambda z-\gamma$ and $[T(t) \varphi](0)=e^{\lambda t} \varphi(0)$. By the boundedness of $T(t) \varphi$ this implies that $\operatorname{Re} \lambda \leq 0$. Further the function $f(s)=L u_{s+b}=L\left(e^{\lambda(s+b+\theta)} \varphi(0)\right)=$
$=e^{\lambda(s+b)} L\left(e^{\lambda \theta} \varphi(0)\right)$ is locally Hölder continuous on the interval < $\left.0, \infty\right)$ into $x$ and so $u(t)=[\tau(t) \varphi](0)$ is a strong solution from where $e^{\lambda t} \varphi(0) \in D(A)$ for each $t>0$. This implies $\varphi(0) \in D(A)$ and for each $t>0$ it is true that $\frac{d u}{d z}+A u=L u_{t+b}$.

From this it follows that $\lambda e^{\lambda t} \varphi(0)+e^{\lambda t} A \varphi(0)=L\left(e^{\lambda(t+b+\theta)} \varphi(0)\right)$. Hence $\lambda_{\varphi}(0)+A \varphi(0)=e^{\lambda L} L\left(e^{\lambda \theta_{\varphi}}(0)\right)$.
(ii) Mnalogously as in [Mi].
(iii) By [Hi, Phi], similarly as in [Mi], as the semigroups of $\mathrm{C}_{\mathrm{o}}$ are the semigroups of the class $A$, the existence of such a $\lambda$ already follows. We shell show by contradiction that to each $\mu \neq 0$ there exist anly finitely many $\lambda \in P_{\sigma}(B)$ such that $e^{\lambda t}=\mu$.

Let there exist to some $\mu \neq 0$ infinitely many such $\lambda_{n} \in P_{\sigma}(B)$ so that $e^{\lambda_{n}}=\mu$. Then $\lambda_{n}=t^{-1} \log \mu+\frac{i 2 \pi k_{n}}{t}$ where $k_{n}$ is an integer. Hence $\left|\dot{\lambda}_{n}\right|$ converge to $\infty$, whereby $\operatorname{Re} \lambda_{n_{1}}=R e \lambda_{n_{2}}$ for each $n_{1}, n_{2}$. Sinfice $A$ is a sectorial operator, from certain $n_{0}$ all $\boldsymbol{\lambda}_{n}$ bele to the resolvent set of the operator $-A$. Thus we can take

$$
d_{n}=\left(\lambda_{n} I+A\right)^{-1} e^{\lambda_{n}^{b}} L\left(e^{\lambda_{n}}{ }_{d_{n}}\right)
$$

by (9), where $d_{n}$ are the eigenvectors. We can normalize them in such a way

$i=\left|\sigma_{n} \|_{\alpha}=\psi^{\alpha}\left(\lambda_{n} I+A\right)^{-1} e^{\lambda_{n} b} L\left(e^{\lambda_{n}}{ }_{d_{n}}\right)\right| \epsilon \frac{\left|e^{\lambda_{n} b}\right|\|L\| C}{\left|\lambda_{n}+a\right|^{1-\alpha}}=\frac{\left|e^{\lambda_{1} b}\right|\|L\| C}{\left|\lambda_{n}+a\right|^{1-\alpha}}$,

Were the estimate from [Mi] was used. The right-hand side goes to 0 , and this gives the contradiction.

Corollary 1. Clearly, the space $N_{k}(\lambda, B)=\left\{x_{;}(\lambda I-B)^{k_{x}}=0\right\}$ is $T(t)$-invariant and $M_{k}(\lambda, B) \subset N_{k}\left(e^{\lambda t}, T(t)\right)$.

Theorem 3. Let $T(t)-S(t): Y \rightarrow Y$ be a compact operator. Then to each $\varepsilon>0$ the set $P_{\sigma}(B) \cap G$, where $G=\{\lambda \in C ; \operatorname{Re} \lambda \geq-\min (a, \gamma)+\varepsilon\}$, contains finitely many points only. Moreover, all these points are of the finite multiplicity.

Proof. First we show by contradiction that the set $M=P_{6}(B) \cap G$ is isclated. Let there exist a sequence $\lambda_{n} \in M$ such that $\lambda_{n}$ converges to $\lambda, \lambda_{n} \neq \lambda_{m}$ for $n \neq m$. Then $e^{\lambda_{n} t} \in P_{6}(T(t))$ according to Lemma 2. Thus $\theta^{\lambda_{n}}{ }^{t}$ converges to $\left.e^{\text {at }} \in \check{r i}(t)\right)$. Moreover, $e^{\lambda t} \in \sigma_{e s}(T(t))$ for each $t>0$. At the same time $\operatorname{Re} \lambda \geq \min (a, \gamma)+\varepsilon$ which implies that $\left|e^{\lambda t}\right| \geq e^{-\min (a, \gamma) t+\varepsilon t}$ and hence $C e^{-\min (a, \gamma) t} \geq e^{r e \lambda t} \geq e^{-\min (a, \gamma) t+\varepsilon t}$

But this does not hold for sufficiently great $t$. Thus, the set $M$ is certainly isolated in $G$ ant it has no point of accumulation.

If there were infinitely many $p$ is $\lambda_{n} \in M$, the sequence $\lambda_{n}$ should be unbounded. Thus, since Re $\lambda$ is bounded for $\lambda_{n} \in M$, the set $M$ should have $\lambda_{n}$ with unbounded imaginary part. Then there would exist a sequermce $d_{n}$ such that

$$
1=\left\|d_{n}\right\|_{\alpha}=\left|e^{\lambda_{n} b}\right| A^{\alpha}\left(\lambda_{n} I+A\right)^{-1} L\left(e^{\lambda \theta_{d_{n}}}\right) \left\lvert\, \leq \frac{e^{R e} \lambda_{n} b\|L\|}{\left|\lambda_{n}+a\right|^{1-\alpha}}\right.,
$$

where the right-hand side again tends to zero. That is a contradiction.
Now, we shall show that all points of the point spectrum $B$ in the set $G$ are of the finite multiplicity. This follows from Corollary 1 and from the fact that the value $e^{\lambda t}$ is for sufficiently great $t$ a nommal point of the 0 perator $T(t)$.

Corollary 2. If $S(t)-T(t): Y \rightarrow Y$ is under the assumptions above a compact operator and Re $\lambda<0$ for each solution of the characteristic equation
(9); then 0 is an asymptotically stable solution to ( $E$ ) in this class of mild, $|\cdot|_{\infty}$-bounded solutions of the equation ( $E$ ), and

$$
|T(t)| \leq C e^{-\delta t} \text { for some } \delta>0
$$

Proot. The proof is based on the estimate for the essential spectrum and on the fact that

- $\sup \left\{|\lambda| ; \lambda \in P_{\sigma}(T(t))\right\}=e^{\sup } \operatorname{Re} P_{\sigma}(B) \cdot t=e^{\Delta t}$, where $\Delta<0$.

Thus $|T(t)| \leq C\left(\sigma_{1}\right) e^{-\delta_{1} t}$, where $0<\sigma_{1}<\min \{-\Delta, \min (a, \gamma)\}$.
Corollary 3. Let $T(t)-S(t): Y \rightarrow Y$ be a compact operator. Then the following statements are true:
$Y$ can be decomposed into the sum $Y=Y_{1}+Y_{2}$ such that:
(i) The spectrum of $\mathrm{B}_{Y_{1}}$ contains the finitely many eigenvalues of the finite multiplicity, whereby $\operatorname{Re} \lambda=0$ for $\lambda \in \vec{\alpha}\left(\left.B\right|_{Y_{1}}\right)$,
(ii) $Y_{1}, Y_{2}$ are $T(t)$-invariant.
(iii) The zero solution is asymptotically stable for $\left.T(t)\right|_{Y_{2}}$.
(iv) $Y_{1} \subset D(B)$ and $\left.B\right|_{Y_{1}}$ is a continuous linear operator generating a group which is an extension of $\left.T(t)\right|_{Y_{1}}$ in [Mi, Cor. 2].

Proof. The proof is similar to that one of the corresponding theorem in [Mi].

Example 2. Let us take $X=L_{2}(0, \pi), x^{1 / 2}=\mathcal{W}_{2}^{1}, A u=-u^{\prime \prime}, D(A)=W_{2}^{1} \curvearrowright W_{2}^{2}$ and the problem $\frac{d u}{d t}+A u=L u_{t+b} ; u_{0}=h_{0}$.

We shall consider the assumption $A_{2}$, that means, let us calculate $C_{1 / 2}$ of this operator.

Let us take $u \in W_{2}^{1} \cap W_{2}^{2}, u=\sum_{m=1}^{\infty} b_{n} \sin n x$. Then $A e^{-A t} u=\sum_{n=1}^{\infty} n^{2} e^{-n^{2}} t_{b_{n}} \sin n x$, from where we have

$$
\left|A^{1 / 2} e^{-A t} u\right|_{L_{2}}^{2}=\sum_{m=1}^{\infty} n^{2} e^{-2 n^{2} t}\left|b_{n} \sin n x\right|_{L_{2}}^{2}
$$

Now, Re $\sigma(A)>\sigma$, where $\sigma^{\prime}<1$. After some calculations we get that $\left|A^{1 / 2} e^{-A t} u\right|_{L_{2}} \leqslant\left(\frac{1}{2 e(1-\sigma)}\right)^{1 / 2} t^{-1 / 2} e^{-\delta t}|u|_{L_{2}}$ for each $u \in D(A)$ and by the density of $D(A)$ in $X$, also for all $u \in X$. Thus,

$$
|L|<\frac{(2 e)^{1 / 2}[(1-\delta) \sigma]^{1 / 2}}{\Gamma(1 / 2)} \text { for some } \delta \in(0,1)
$$

Hence,

$$
|\mathrm{L}|<\frac{(2 \mathrm{e})^{1 / 2}}{\Gamma(1 / 2)} \cdot \frac{1}{2}=\left(\frac{\mathrm{e}}{2 \pi}\right)^{1 / 2} .
$$

When dealing with equations with advancing argument, we meet many difficulties. Consider the following example:

## Example 3.

$$
\begin{aligned}
& \frac{d u}{d t}-u^{\prime \prime}=u(t+1) \\
& u(t, 0)=u(t, \pi)=0 \\
& u(0, x)=0 \text { for each } x \in(0, \pi) .
\end{aligned}
$$

Clearly, this problem has for example these two solutions:
(1) $u_{1}=0$,
(2) $u_{2}(t, x)=k t \sin x$.

However, under certain assumptions and in some classes, the uniqueness takes place.

## §4.

In the present section we study a nonlinear problem with a rather general nonlinear deviation. Of course, to prove the existence of a solution it is necessary to put stronger assumptions. We shall use the following assumptions and denotations:
$A$ is a sectorial operator with $\operatorname{Re} \sigma(A)>0$.
$\omega:\langle 0, \infty) \longrightarrow R$ is a continuous function.
$h \in C\left((-\infty, 0\rangle, x^{\infty}\right)$ is a uniformly continuous function.
$\psi:\langle 0, \infty) \rightarrow(0, \infty)$ is a nondecreasing continuous function. $|x(t)|_{\alpha}$
$F$ will mean the space $C\left(\langle 0, \infty), x^{\infty}\right)$ with the norm $\|I \times I\|=\sup \frac{\psi(t)}{\psi(t)}$
$C=\left\{y \in C\left((-\infty, 0\rangle, X^{\alpha}\right), y\right.$ be a bounded function in $\left.X^{\alpha}\right\}$ is a Banach space with
the norm $\|y\|=\sup _{\in<-\infty, 0\rangle}|y(t)|_{\infty}$;
$\mathrm{f}:\langle 0, \infty) \times C \rightarrow X$ is a continuous function.
$u_{z}(\theta)=u(z+\theta)$ for each $\theta \leqslant 0$.
We shall consider a mild solution of the problem ( $E_{2}, C_{0}$ ).
(E2) $\frac{d u}{d t}+A u=f(t, u \omega(t))$,
( $C_{0}$ ) $u_{0}=h$,
that means, a continuous solution of the integral equation $u(t)=e^{-A t} h(0)+\int_{0}^{t} e^{-A(t-s)} f\left(s, u_{\omega}(s)\right) d s$ for each $t>0$
which satisfies the initial condition $u_{0}=h$.
Solving ( $E 2, C_{0}$ ) we shall assume ( $B 1-B 5$ ) where
(B1) $\int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha}|f(s, 0)| X^{d s} \leqslant K \psi(t)$ for each $t \geq 0$,
(B2) $\left|f\left(t, z_{1}\right)-f\left(t, z_{2}\right)\right| \leqslant n(t)\left\|z_{1}-z_{2}\right\|$ for each $\left.t \in<0, \infty\right)$, where $n(t):\langle 0, \infty) \longrightarrow R$ is a continuous function.
(B3) $\int_{0}^{t}(t-s)^{-\infty} e^{-a(t-s)} n(s) d s$ is a $\gamma$-bounded function on the interval ( $0, \infty$ ).
(B4) $\quad c_{\alpha} \int_{0}^{t}(t-s)^{-\alpha} e^{-a(t-s)} n(s) \operatorname{sgn} \omega^{+}(s) \psi\left(\omega^{+}(s)\right) d s \leqslant q \psi(t)$ for each $t \geq 0$ where $0 \leqslant q<1, \omega^{+}(s)=\max \{0, \omega(s)\}$ and $c_{\alpha}$ means the constant from (A1).

Theorem 5. If $\mathrm{Bl}-\mathrm{B4}$ are satisfied then there exists a unique mild $\boldsymbol{\psi}$ bounded solution of ( $E 2, C_{0}$ ) on the interval $<0, \infty$ ).

Proof. The idea of the proof is due to [Š], whereby the conditions here are analogous to those in that paper. The proof is based on the Banach fixed point theorem.

Put $S_{1}=\{y \in F ; y(0)=h(0)\}$, whereby we extend $y \in S_{1}$ for $\Theta \leq 0$ by $y(\theta)=$ $=h(\theta)$. We define the operator $T: S_{1} \rightarrow S_{1}$ as follows:
$(T y)(\theta)=h(\theta)$ for $\theta \leq 0$,
$(T y)(t)=e^{-A t} h(0)+\int_{0}^{t} e^{-A(t-s)} f(s, y \omega(s)$ )ds for $t \geq 0$.
Now we show that $T: S_{1} \rightarrow S_{1}$. We have that
$|\tau x(t)|_{\alpha} \leq C e^{-a t}|h(0)|_{\alpha}+C_{\alpha} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha} \mid f\left(s,\left.x_{\omega}(s)\left|d s \leqslant C e^{-a t}\right| h(0)\right|_{\alpha^{*}}+\right.$ $\left.+C_{\infty} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\infty}|f(s, 0)| d s+C_{\alpha} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\infty} \cdot n(s) \| x_{\omega} \mid s\right)^{-\infty} \| d s$ $\leqslant C e^{-a t}|h(0)|_{\infty}+C_{\alpha} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha}|f(s, 0)| d s+C_{\alpha} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\infty} n(s)(\|h\|+$ $+\left\|l|x \| l| \operatorname{sgn} \omega^{+}(s) \psi\left(\omega^{+}(s)\right) d s\right.$.

Thus there is a $C>0$ such that

$$
|T x(t)|_{C} \leqslant C \Psi(t) \text { for } 0 \leqslant t<\infty .
$$

$T$ is a contraction. In fact,

$$
\begin{aligned}
& \left.\frac{\left|T x_{1}-T x_{2}(t)\right|_{\alpha}}{\psi(t)}=\frac{1}{\psi(t)} \int_{0}^{t} \right\rvert\, e^{-A(t-s)}\left(f\left(s, x_{1, \omega(s)}\right)-f\left(s,\left.x_{2, \omega}(s)\right|_{\alpha} d s \leq\right.\right. \\
& \leqslant \frac{1}{\psi(t)} \int_{0}^{t} C_{\alpha}(t-s)^{-\infty} e^{--a(t-s)} n(s) \| x_{1, \omega}(s)^{-x_{2}}, \omega(s) \\
& \leqslant \frac{1}{\psi(t)} \int_{0}^{t} C_{\alpha}(t-s)^{-\alpha} e^{-a(t-s)} n(s)\left\|x_{1}-x_{2}\right\| l \\
& \operatorname{sgn} \omega^{+}(s) \psi\left(\omega^{+}(s)\right) d s \leqslant q\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

for $0 \leqslant t<\infty$.
Thus $N T x_{1}-T x_{2} \|^{\prime} \leq q q_{1}-x_{2}$.
Now we shall prove an existence theorem in the partially ardered Banach space $X^{\omega}$. The Tarski fixed point theorem is here of no use, because $X^{\alpha}$ in general is no conditionally complete lattice, as e.g. $W_{2}^{1}$ does not. Instead of the assumptions B1 - B5 from the provious theorem, an assumption on the
monotonicity of $f$ as well as some special growth assumption of $f$ are used.
Suppose that ( $\mathrm{X}, \underset{\mathrm{K}}{\mathrm{m}}$ ) is an ordered real Bänach space (for the definition see [ He ].

Let $A: X \rightarrow X$ be a sectorial operator with the compact resolvent and let $(\lambda I+A)^{-1}$ be increasing for all $\lambda$ such that Re $\lambda \geq \lambda_{0}$. According to Exercise 6 in [He, p.60], $e^{-A t} \geq 0$ for each $t \geq 0$.

Let $f=f(x, y):<0, \infty) \times C \rightarrow X$ be a continuous function, where $C$ and the norm $\|$. $\|$ have the same meaning as above.

The space $X^{\infty}$ and hence $C\left((-\infty, 0\rangle, X^{\infty}\right)$ is again an ordered Banach space with natural ordering in C .

Let two following assumptions hold:
(i) For each $z_{1}, z_{2} \in C, z_{1} \leqslant z_{2}$ implies $f\left(s, z_{1}\right) \leqslant f\left(s, z_{2}\right)$.
(ii) There is a continuous function $f_{1}:\langle 0, \infty) \times C \rightarrow X$ such that
$\|f(s, z)\|_{X} \leqslant \max \left\{\left|f_{1}\left(s, z_{1}\right)\right|_{X},\left|f_{1}\left(s, z_{2}\right)\right|_{X}\right\}$ for all $z \in L, z_{1} \leqslant z \leqslant z_{2}$.
Definition. A continuous function $u_{1}: R \rightarrow X^{\infty}$ will be called a lower solution (an upper solution) of the equation (E2) if it satisfies
$u_{1}(t) \leqslant e^{-A t} u(0)+\int_{0}^{t} e^{-A(t-s)} f\left(s, u_{1, ~}^{4}(s)\right) d s$,
$\left(u_{1}(t) \geq e^{-A t} u(0)+\int_{0}^{t} e^{-A(t-s)} f\left(s, u_{1, a(s)}\right) d s\right)$ for each $t \geq 0$.
Theorem 6. Let $u_{1}$ and $u_{2}$, respectively, be a lower and an upper solution, respectively, of the equation (E2) such that $u_{1}(\theta)=h_{1}(\theta)$ and $u_{2}(\theta)=$ $=h_{2}(\theta)$ for each $\theta<0$, where $h_{1}, h_{2} \in C, h_{1}(\theta) \leq \dot{h}_{2}^{\prime}(\theta)$ for each $\theta \leqslant 0$, $h_{1}(0)=h_{2}(0) \in X^{\alpha+\varepsilon}$ for some, $\varepsilon>0$, for which $\alpha+\varepsilon<1$.

Let $h^{\prime} \in C$ be a function such that $h_{1}(\theta) \leq h^{\prime}(\theta) \leq h_{2}(\theta)$ for each $\theta \leqslant 0$. Then there exists at least one mild solution of the problem

$$
\begin{aligned}
& \frac{d u}{d t}+A u=f\left(t, u_{c}(t)\right), \\
& u_{o}=h^{\prime}
\end{aligned}
$$

and such that $u_{1}(t) \& u(t) \not u_{2}(t)$ for each $t \geq 0$.
Proof. We shall define the mapping $T: S_{1} \rightarrow S_{1}$, where $S_{1}=\{y \in C(<0, \infty)$, $\left.\left.x^{\alpha n}\right) ; y(0)=h^{\prime}(0)\right\}$ such that:

1) $y$ is an extension of the function $h^{\prime}$,
2) $(T y)(t)=e^{-A t_{h}(0)+} \int_{0}^{t} e^{-A(t-s)} f(s, y, d(s)) d s$ for each $t \geqslant 0$, $(\mathrm{Ty})(\theta)=h^{\prime}(\Theta)$ for each $\theta \leqslant 0$.
Because $e^{-A t} \geq 0$ and $f$ is increasing, the operator $T$ is increasing on $S_{1}$.

Since $u_{1} \leqslant u_{2}$, we have $T u_{1} \leqslant T u_{2}$. By $h_{1} \leqslant h^{\prime} \leqslant h_{2}$ we have $T u_{2} \leqslant u_{2}$ and $u_{1} \leqslant$ $\Leftrightarrow T u_{1}$. Thus $u_{1} \leqslant T u_{1} \& T^{2} u_{1} \leqslant \ldots \leqslant T^{2} u_{2} \leqslant T u_{2} \leqslant u_{2}$.

If we denote $v_{n}=T^{n} u_{1}$, then there exist $u \in C\left(\langle 0, \infty), x^{\infty}\right)$ and a subsequence of $v_{n}$ (without loss of generality we denote this subsequence again as $\left\{v_{n}\right\}$ ) such that $v_{n}$ converges to $u$ in the space $C\left(\left\langle\langle 0, T\rangle, \chi^{\infty}\right)\right.$ for each $T \in(0, \infty)$. To prove this we show two facts:
(i) To each $T>0$ there exists a $C(T)>0$ such that

$$
\left|v_{n}(t)\right|_{\alpha+\varepsilon} \in C(T) \text { for each } t \in\langle 0, T\rangle \text {. }
$$

(ii) $\left\{v_{n}\right\}$ is on the interval $\langle 0, T\rangle$ equicontinuous in $X^{\alpha}$.

Then from (i), (ii) and from the compact embedding $X^{\alpha+\varepsilon}$ into $X^{\propto}$ the existence of a $u \in C\left(\langle 0, T\rangle, X^{\infty}\right)$ and of the subsequence $v_{n}$ such that $v_{n}$ converges to $u$ in the space $C\left(\langle 0, T\rangle, X^{\infty}\right)$ follows.

If we take, step by step, $\mathrm{F}^{\prime}=1,2, \ldots$ and by the Cantor diagonalization process we get the existence of such a subsequence that $v_{n}$ converges to $u$ on $C\left(\langle 0, T\rangle, X^{\infty}\right)$ for each $T \in(0, \infty)$. Then for this sequence the following is true:

$$
v_{n+1}(t)=e^{-A t_{h}}(0)+\int_{0}^{t} e^{-A(t-s)} f\left(s, v_{n, \omega(s)}\right) d s \text { for each } t \geq 0
$$

We can take a limit, because

1) $v_{n, \omega(s)}$ converges to $u_{\omega(s)}$ in $C$ for each $s \in\langle 0, \infty)$ and hence $f\left(s, v_{n, \omega(s)}\right)$ converges to $f\left(s, u_{c \lambda(s)}\right)$ for each $\left.s \in<0, \infty\right)$.
2) $\left|f\left(s, v_{n, \omega(s)}\right)\right|_{X} \leqslant \max \left\{\left|f_{1}\left(s, u_{1, \omega(s)}\right)\right|_{X},\left|f_{1}\left(s, u_{2, \omega(s)}\right)\right|_{X}\right\}$, from where $\mid f\left(s,\left.v_{n, \omega(s)}\right|_{X}\right.$ is a bounded function for $s \in\langle 0, t\rangle$.

This implies that

By the Lebesgue theorem we have

$$
u(t)=e^{-A t} h(0)+\int_{0}^{t} e^{-A(t-s)} f\left(s, u_{\omega}(s)\right) d s \text { for each } t \in\langle 0, \infty)
$$

We have to prove (i) and (ii) by the standard way:

$$
\begin{aligned}
& \text { (i) }\left|v_{n+1}(t)\right|_{\alpha+\varepsilon}<C e^{-a t}|h(0)|_{\alpha+\varepsilon}+ \\
& +C_{\alpha+\varepsilon} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha-\varepsilon}\left|f\left(s, v_{n, \omega(s)}\right)\right|_{X} d s \leq C e^{-A t}|h(0)|_{\alpha+\varepsilon}+ \\
& +C_{\alpha+\varepsilon} \int_{0}^{t} e^{-a(t-s)}(t-s)^{-\alpha-\varepsilon} \max \left\{f_{1}\left(s, u_{1, \omega}(s)\right)\left|,\left|f_{1}\left(s, u_{2, \omega(s)}\right)\right|\right\} d s \leq C(t)\right. \text {. } \\
& \text { (ii) }\left|v_{n+1}(t+\tau)-v_{n+1}(t)\right|_{\infty} \leqslant\left|\left(e^{-A \tau}-I\right) e^{-A t_{h}}{ }^{\prime}(0)\right|_{\alpha} \mid \int_{0}^{t}\left(e^{-A \tau}-I\right) e^{-A(t-s)} \text {. } \\
& \left.. f\left(s, v_{n, \omega(s)}\right)\right)\left.d s\right|_{\alpha}+\int_{t}^{t+\tau_{e}} e^{-A(t+\tau-s)} f_{f}\left(s, v_{n, \omega(s)}\right) d s d_{\alpha} \leqslant c_{1} \tau^{1-\alpha}+C_{2} \tau^{2} \text {, } \\
& \text { - } 626 \text { - }
\end{aligned}
$$

where we have used that

$$
\mid f\left(s, v_{n, \omega)}(s)| |_{X} \leqslant \max \left\{\left|f_{1}\left(s, u_{1, \omega(s)}\right)\right|_{X},\left|f_{1}\left(s, u_{2, a(s)}\right)\right|_{X}\right\}\right.
$$

Remarks. 1. In the case of ordinary differential equations and hence when $X^{\infty}=R$ and $X^{\propto}$ is a conditionally complete lattice, we could use the Tarski fixed point theorem and omit the assumption (ii) of the theorem.
2. Also, in the general case, the assumption (ii) could be replaced by various others, e.g. $|f(s, z)|_{X} \in C(s)$, where $C$ is a real continuous function, or this assumption can be replaced by
$|f(s, z)|_{X} \leqslant k_{1}\left(s,\left|z_{1}\right|,\left|z_{2}\right|\right)$, where $k_{1}$ is a real continuous function.
Then we should need neither an upper solution nor a lower solution. In this case each sequence $u_{n}=T^{n} u_{1}$ contains a subsequente converging to a solution.
3. Since in the theorem we have shown that there is a subsequence of $v_{n}$ which is convergent in the space $C\left(\langle 0, T\rangle, X^{\infty}\right)$ and since the sequence $v_{n}$ iṣ nondecreasing, we have that the whole sequence $v_{n}$ is convergent to the limit function, which is $\sup _{n} v_{n}(t)$. Of course, this limit process could be proceeded also with $T^{n} u_{2}$.

The following examples illustrate the last theorem.

Example 4. We shall consider the problem

$$
\begin{aligned}
& \frac{d u}{d t}-u^{\prime \prime}=u(t+1 / 2)+u(-1 / 2) \\
& u(0, t)=u(\pi, t)=0
\end{aligned}
$$

with the initial condition $u_{0}=0$.
Hence $f(t, u)=u(0)+u(-1-t), \omega(t)=t+1 / 2$ and $f\left(t, u_{t+1 / 2}\right)=u(t+1 / 2)+u(-1 / 2)$. Then we can construct a lower solution $u(t)=0$ and an upper solution
$u_{1}(\theta)=-\theta_{i} \sin x$ for each $\theta \leqslant 0$ and $u_{1}(t)=t \sin x$ for each $t \geq 0$. Hence the assumptions of the previous theorem are fulfilled.

Example 5. We shall consider the problem
$\frac{d u}{d t}-u_{x x}=\min \left\{\sin ^{3} x, u^{3}(t-1)\right\}+u(-1 / 2)$, which can be written as $\frac{d u}{d t}-u_{x x}=$ $=f\left(t, u_{t+1}\right)$, where $f(t, u)=\left\{\right.$ min $\left.\sin ^{3} x, u^{3}(0)\right\}+u(-3 / 2-t)$.

It is easy to see that this function fulfils the assumptions of the $\mathrm{pr}^{\mathrm{r}}$ vious theorem.

Now, we can take $u(t)=0$ for all $t \in(-\infty, \infty)$ as a lower solution and $v(t)=2 \operatorname{cte}^{t} \sin x$ for all $t \geq 0, v(-1 / 2)=x \sin x$ for some $c>1$.

We extend $v(t)$ into $(-\infty,-1 / 2) u(-1 / 2,0)$ such that $v$ be a nonnegative continuous function on $(-\infty, \infty)$.

We shall show that $v(t)$ is an upper solution of our problem and hence it suffices to show that
$v(t) \geq e^{-A t} v(0)+\int_{0}^{t} e^{-A(t-s)} \min \left\{\sin ^{3} x, 8 c^{3}(s+1)^{3} e^{3 s+3} \sin ^{3} x\right\} d s+$ $+c \int_{0}^{t} e^{-A(t-s)} \sin x d s$
so that
$v(t) \approx \int_{0}^{t} e^{-A(t-s)} \sin ^{3} x d s+c \int_{0}^{t} e^{-A(t-s)} \sin x d s=3 / 4 \int_{0}^{t} e^{-(t-s)} \sin x d s-$ $-\int_{0}^{t} e^{-9(t-s)}(\sin 3 x) / 4 d s+c \int_{0}^{t} e^{-(t-s)} \sin x d s=3 / 4\left(1-e^{-t}\right) \sin x+$ $+c\left(1-e^{-t}\right) \sin x-\int_{0}^{t} e^{-9(t-s)} \frac{\sin 3 x}{4} d s$.

From the fact that $\sin x \geq-\sin 3 x$ for each $x \in\langle 0, \pi\rangle$ it suffices to show that
$2 c t e^{t} \sin x=v(t) \geq\left(1-e^{-t}\right) \sin x(1+c)$, thus $2 c t e^{t} \geq\left(1-e^{t}\right)(1+c)$
for each $t \geq 0$.
But this is true for all sufficiently large $c(c>1)$. Hence the assumptions of the previous theorem are fulfilled.
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