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#### Abstract

Asymptotic distribution under the null hypothesis and some local alternatives are derived for test statistics corresponding to robust MOSUM test procedures. These procedures were proposed for testing the constancy of the regression relationship over time.
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## 1. Introduction.

Consider the following linear model:

$$
\begin{equation*}
X_{i}=\mathbf{c}_{i}^{\prime} \Theta_{i}+e_{i}, \quad i=1, \ldots, n, \tag{1.1}
\end{equation*}
$$

where $c_{i}^{\prime}=\left(c_{i 1}, \ldots, c_{i p}\right)^{\prime}, i=1, \ldots, n$, are known regression vectors, $\boldsymbol{\Theta}_{i}, i=$ $1, \ldots, n$, are unknown parameters, $e_{1}, \ldots, e_{n}$ are i.i.d. random variables, $e_{i}$ distributed according to the distribution function (d.f.) $F$ fulfilling certain regularity conditions and unknown otherwise. The problem of testing the constancy of the regression relationships over time is formulated as:

$$
\begin{equation*}
H_{0}: \boldsymbol{\Theta}_{1}=\cdots=\boldsymbol{\Theta}_{n}=\boldsymbol{\Theta}_{0}(\text { known or unknown }) \tag{1.2}
\end{equation*}
$$

against

$$
\begin{align*}
& H_{n}\left(\mathbf{q}_{n}\right): \text { there exists } 1 \leq m<n \text { such that } \\
& \quad \boldsymbol{\Theta}_{1}=\cdots=\boldsymbol{\Theta}_{m}=\boldsymbol{\Theta}_{0} ; \boldsymbol{\Theta}_{m+1}=\cdots=\boldsymbol{\Theta}_{n}=\boldsymbol{\Theta}_{0}+\mathbf{q}_{n}, \quad \mathbf{q}_{n} \neq 0 . \tag{1.3}
\end{align*}
$$

A variety of test procedures were proposed and studied for this problem (for further information see survey papers, e.g., Hackl (1980), Zacks (1983), Csörgö and Horváth (1988), Krishnaiah and Miao (1988), Hušková and Sen (1989), Hussková (1989a), Antoch and Hušková (1989)). Certain survey of recursive M-tests including CUSUM and MOSUM M-tests together with some resulsts of simulations can be found in Hušková (1989b).

Here we shall concentrate on the robust recursive test procedures called MOSUM M-tests. Classical MOSUM tests for $F$ normal were deeply studied by Hackl (1980). They are based on the moving sums of the properly standardized recursive residuals

$$
\begin{equation*}
X_{i}-c_{i}^{\prime} \tilde{\Theta}_{i-1}, \quad i=p+1, \ldots, n \tag{1.4}
\end{equation*}
$$

where $\tilde{\Theta}_{i-1}$ is the least squares estimator of $\Theta_{0}$ based on $X_{1}, \ldots, X_{i-1}$. The robust MOSUM M-tests are robust modifications of the classical MOSUM, where the least squares estimators and the recursive residuals (1.4) are replaced by the M -estimators and M -recursive residuals

$$
\begin{equation*}
W_{i}=\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right) \quad i=p+1, \ldots, n, \tag{1.5}
\end{equation*}
$$

where $\psi$ is a score function from $\mathbf{R}^{1}$ to $\mathbf{R}^{1}$ (satisfying $\int \psi(x) d F(x)=0$ and usually monotone), $\boldsymbol{\Theta}_{i-1}$ an M -estimator of $\boldsymbol{\Theta}_{0}$ (or an estimator related to it), generated by a function $\psi^{*}$ (which can generally differ from $\psi$ ) and based on $X_{1}, \ldots, X_{i-1}$. Notice that for $\psi(x)=\psi^{*}(x)=x, x \in \mathbf{R}^{1}$, one obtains recursive residuals (1.4).

Typically, the critical region of the MOSUM M-tests is of the form:

$$
\begin{equation*}
\bigcup_{k=p+G+1}^{n}\left\{G^{-\frac{1}{2}}\left|\sum_{j=k-G+1}^{k} W_{j}\right| \sigma_{k}^{-1}>u(\alpha, G, n)\right\} \tag{1.6}
\end{equation*}
$$

where $\sigma_{k}^{2}$ is a $d_{n}$-consistent estimator of $\int \psi^{2}(x) d F(x)$, where $d_{n}$ fulfills (2.2) below, and $u(\alpha, G, n)$ is chosen in such a way that the asymptotic level is $\alpha(\leq \alpha)$. The test has a sequential nature: after the k -th observation $(p<k<n$ ) one either rejects $H_{0}$ and stops observations (if $\left|\sum_{j=k-G+1}^{k} W_{j}\right| \sigma_{k}^{-1}>u(\alpha, G, n)^{\frac{1}{2}} G^{\frac{1}{2}}$ ) or continues with observations otherwise. The decision for one of the hypotheses is made no later than after the n -th observation.

Concerning the critical value $u(\alpha, G, n)$ for the classical MOSUM test and $F$ normal $N\left(0, \sigma^{2}\right)$ Hackl (1980) recommended approximations based on either the Bonferroni inequality or the Sidák one or the Hunter one leading to the conservative test. The same approximation can be used also in our case, e.g., the Bonferroni inequality leads to the critical value

$$
\begin{equation*}
u(\alpha, G, n)=\Phi^{-1}\left(1-\frac{\alpha}{2(n-G-p)}\right) \tag{1.7}
\end{equation*}
$$

The results of the present paper (Theorem 2.1 below) imply that the test with the critical value

$$
\begin{align*}
u(\alpha, G, n) & =(2 \log (n / G))^{\frac{1}{2}}+(\log \log (n / G)+\log (4 / \pi)-  \tag{1.8}\\
& \left.-2 \log \log (1-\alpha)^{-1}\right)(8 \log (n / G))^{-\frac{1}{2}}
\end{align*}
$$

has asymptotic level $\alpha$ which gives asymptotically certain improvement even for the classical MOSUM for $F$ normal.

Actually, if we assume that $G$ depends on $n$ (letting $G_{n}=G$ ) in a way that $\lim _{n \rightarrow \infty} \inf _{n} n^{-\beta}>0$ for some $\beta \in(0,1)$ and $\lim _{n \rightarrow \infty} G_{n} / n=0$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\Phi^{-1}\left(1-\frac{\alpha}{2\left(n-G_{n}-p\right)}\right)}{\left(2 \log \left(2\left(n-G_{n}-p\right) / \alpha\right)\right)^{\frac{1}{2}}}=1 \tag{1.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\Phi^{-1}\left(1-\frac{\alpha}{2\left(n-G_{n}-p\right)}\right)}{\left(2 \log \left(n / G_{n}\right)\right)^{\frac{1}{2}}} \geq\left(\frac{1}{1-\beta}\right)^{\frac{1}{2}}>1 \tag{1.10}
\end{equation*}
$$

The main aim of this paper is to study asymptotic behvior of $\max _{p+G_{n}<k \leq n}\left\{\left.\left.G_{n}^{-\frac{1}{2}}\right|_{i=k-G_{n}+1} \sum_{i} \right\rvert\,\right\}$ under the null hypothesis $H_{0}$ and certain local alternatives (Theorem 2.1 and Theorem 2.2). The critical value $u(\alpha, G, n)$ defined by (1.8) is then a consequence of Theorem 2.1. Towards this one has to extend the results of Deheuvels and Révész (1987) (for completness they are stated in Theorem 2.3 below). As an auxiliary result we prove that the asymptotic distribution of $\max _{p+G_{n}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}}^{k} W_{i}\right|\right\}$ does not change if we replace $\widehat{\Theta}_{i-1}$ in (1.5) by $\Theta_{0}$, i.e., the estimator of $\Theta_{0}$ by its true value.

The main assertions are formulated in Section 2, their proofs are contained in Sections 3.

The present paper contains only theoretical results. Some simulation results can be found in Hušková (1989b) and more extensive simulation study will be published elsewhere by Antoch.

## 2. Main results.

Here the following assumptions will be imposed on $\psi, F, G$ and regression vectors $\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots$ :
$A_{1}: \psi$ is bounded nondecreasing, there exist positive constans $D_{1}, D_{2}$ such that

$$
\int(\psi(x-a)-\psi(x-b))^{2} d F(x) \leq D_{2}|a-b|^{2} \text { for }|a| \leq D_{1},|b| \leq D_{1}
$$

$\mathrm{A}_{2}$ : The function $\lambda(a)=-\int \psi(x-a) d F(x), a \in R^{1}$, fulfills: $\lambda(0)=0$, there exists the first derivate in some neighborhood of 0 continuous at $a=0$ and $\lambda^{\prime}(0)>0$.
$\mathrm{A}_{2}^{*}$ : There exist constants $D_{3}>0, D_{4}>0$ and $r>0$ such that

$$
\left|\lambda^{\prime}(a)-\lambda^{\prime}(b)\right| \leq D_{3}|a-b|^{r} \text { for }|a| \leq D_{4}, \quad|b| \leq D_{4}
$$

B: The number of summands $G_{n}$ fulfills:

$$
G_{n} / n \longrightarrow 0, \quad G_{n} \log ^{-3} n \longrightarrow \infty \quad \text { as } n \rightarrow \infty
$$

C : The regression vectors $\mathrm{c}_{i}=\left(c_{i 1}, \ldots, c_{i p}\right)^{\prime}, i=1, \ldots, n$, fulfill:

$$
\begin{gathered}
n^{-1} \sum_{i=1}^{[n t]} c_{i} c_{i}^{\prime} \rightarrow t C \quad \text { as } n \longrightarrow \infty \text { for } t \in\langle 0,1\rangle \\
\lim \sup _{n \longrightarrow \infty} \max _{1 \leq i \leq n}\left\{c_{i j}^{2} n^{-1} \log ^{3} n\right\}<+\infty \\
\quad \lim \sup _{n \rightarrow \infty} n^{-1} \sum_{i=1}^{n} c_{i j}^{4}<+\infty
\end{gathered}
$$

$j=1, \ldots, p$, where $[a]$ denotes the integer part of $a$ and $\mathbf{C}$ is a positive definitc matrix.

Under appropriate assumptions on $F$ typical $\psi$-functions fulfill assumptions $\mathrm{A}_{1}$, $\mathrm{A}_{2}, \mathrm{~A}_{2}^{*}$, e.g., if the d.f. $F$ has the bounded derivate in a neighborhood of $\pm k$ then for the Huber $\psi$-function $\left(\psi(x)=\operatorname{sign} x \min (|x|, k), x \in \mathbf{R}^{1}\right)$ the mentioned assumptions are satisfied. The assumption of boundedness of $\psi$ is used only to ensure reasonable behavior of $\sum_{i=k-G_{n}}^{k_{n}} W_{i}, G_{n}<k \leq k_{n}$ and can be, of course, replaced by a weaker (but more complicated) assumption.

Assumption B requires the number $G_{n}$ of summands $W_{i}$ large, however small w.r.t. $n$.

Assumption $C$ expresses standard request on $\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots$.
The main assertions of the present paper are formulated in Theorem 2.1 and Theorem 2.2 below:
Theorem 2.1. Let assumptions $A_{1}, A_{2}, B, C$ be satisfied and let $\widehat{\boldsymbol{\Theta}}_{k}$ be an estimator of $\Theta_{0}$ based on $X_{1}, \ldots, X_{k}, p<k \leq n$, such that

$$
\begin{equation*}
\max _{k_{n} \leq k \leq n}\left\|\mathbf{C}_{k}^{\frac{1}{2}}\left(\widehat{\Theta}_{k}-\Theta_{0}\right)\right\|=o_{p}\left(d_{n}\right) \quad \text { as } n \longrightarrow \infty \tag{2.1}
\end{equation*}
$$

for some sequence $\left\{k_{n} d_{n}\right\}$ satisfying

$$
\begin{equation*}
k_{n} \longrightarrow \infty, d_{n} \nearrow \infty, k_{n}^{2}=o\left(G_{n}\right), d_{n}=o\left(\left(\log \left(n / G_{n}\right)\right)^{\frac{1}{2}}\right), \tag{2.2}
\end{equation*}
$$

where $\|$.$\| denotes the Euclidean norm and \mathbf{C}_{k}=\sum_{i=1}^{k} \mathbf{c}_{i} \mathbf{c}_{\mathbf{i}}^{\prime}$.
Then under both the null hypothesis $H_{0}$ and the contiguous alternatives $H_{n}\left(n^{-\frac{1}{2}} \mathbf{q}\right)$, $\mathbf{q} \neq 0$ (see (1.9))

$$
\begin{gather*}
P\left(\max _{p<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k} W_{i}\right| \sigma^{-1}\right\} \leq b\left(\log \left(n / G_{n}\right), y\right)\right) \longrightarrow  \tag{2.3}\\
\longrightarrow \exp \{-\exp \{-y\}\} \text { as } n \longrightarrow \infty, \quad y \in \mathbf{R}^{1},
\end{gather*}
$$

where $W_{i}$ is defined by (1.5) and

$$
\begin{gather*}
\sigma^{2}=\int \psi^{2}(x) d F(x)  \tag{2.4}\\
b(h, y)=(2 h)^{\frac{1}{2}}+(\log h+\log (4 / \pi)+2 y)(8 h)^{-\frac{1}{2}} \tag{2.5}
\end{gather*}
$$

Theorem 2.2. Let assumptions $A_{1}, A_{2}, A_{2}^{*}, B, C$, be satisfied. Let $\hat{\boldsymbol{\Theta}}_{k}$ be an estimator of $\Theta_{0}$ based on $X_{1}, \ldots, X_{k}$ fulfilling:

$$
\begin{gather*}
\max _{k_{n} \leq k \leq n}\left\{\left\|\widehat{\boldsymbol{\Theta}}_{k+1}-\boldsymbol{\Theta}_{0}-\left(\mathbf{I}-\mathbf{C}_{k+1}^{-1} \mathbf{C}_{m}\right) \mathbf{q}_{n} I\{k>m\}\right\| \min \left(\left\|\mathbf{q}_{n}\right\|^{-1-v}, d_{n}^{-1}\right)\right\}  \tag{2.6}\\
=O_{p}(1) \quad \text { as } n \longrightarrow \infty
\end{gather*}
$$

for some $v>0$, where $\left\{k_{n}, d_{n}\right\}$ satisfies (2.2) and $\left\{\mathrm{q}_{n}\right\}$ does

$$
\begin{align*}
& \left.\left\|\mathbf{q}_{n}\right\|^{1+v}\left(n G_{n}\right)^{\frac{1}{4}}+\left\|\mathbf{q}_{n}\right\|^{1+r} G_{n}^{\frac{1}{2}}\left(n / G_{n}\right)\right)^{(1+r) / 4}=  \tag{2.7}\\
& =o\left(\log \left(n / G_{n}\right)\right) \quad \text { as } n \longrightarrow \infty
\end{align*}
$$

$$
\begin{equation*}
n G_{n}^{-1}\left\|\mathbf{q}_{n}\right\|^{2} \log \left(n / G_{n}\right)=o(1) \quad \text { as } n \longrightarrow \infty . \tag{2.8}
\end{equation*}
$$

Then under the alternative hypothesis $H_{n}\left(\mathbf{q}_{n}\right)$ the asymptotic distribution of

$$
\begin{gathered}
\left(2 \log \left(n / G_{n}\right)\right)^{\frac{1}{2}}\left(\max _{p+G_{n}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k} W_{i}\right| \sigma^{-1}\right\}-\right. \\
\left.-2 \log \left(n / G_{n}\right)-\log \log \left(n / G_{n}\right)-\log (4 / \pi)\right)
\end{gathered}
$$

is the same as that of

$$
\begin{gathered}
\left(2 \log \left(n / G_{n}\right)\right)^{\frac{1}{2}}\left(\max _{p+G_{n}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k}\left(\psi\left(e_{i}\right)+\lambda^{\prime}(0) \omega(i, m)\right)\right| \sigma^{-1}\right\}-\right. \\
\left.-2 \log \left(n / G_{n}\right)-\log \log \left(n / G_{n}\right)-\log (4 / \pi)\right),
\end{gathered}
$$

where $e_{i}=X_{i}-\mathbf{c}_{\boldsymbol{i}}^{\prime}\left(\boldsymbol{\Theta}_{0}+\mathbf{q}_{\boldsymbol{n}}\right), i=1, \ldots, n$, and

$$
\begin{align*}
\omega(i, m) & =0 & & i<m \\
& =\mathbf{c}_{i}^{\prime} \mathbf{C}_{i-1}^{-1} \mathbf{C}_{m} \mathbf{q}_{n} & & m \leq i \leq n . \tag{2.9}
\end{align*}
$$

Remark. Reasonable candidates for estimators $\hat{\boldsymbol{\Theta}}_{k}$ are the usual M-estimators, the recursive M -estimators and the stochastic approximation type estimators all generated by a function $\psi^{*}$ (which can differ from $\psi$ ). For the definition and properties of the recursive $M$-estimators and the stochastic approximation type estimators see Poljak and Tsypkin (1979) and Hušková (1989c) resp. If the absolute moment of a proper order is finite then also least squares estimators can be used.

Theorem 2.1 covers the behavior of $\max _{p+G_{n}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k} W_{i}\right| \sigma^{-1}\right\}$ under the null hypothesis and the contiguous alternative and, as a consequence, it gives the critical value $u(\alpha, G, n)=b\left(\log n / G_{n}, y\right)$ in the critical region (1.6) with asymptotic level $\alpha$.

According to Theorem 2.2 this test usually cannot distinguish the alternatives $H_{n 1}\left(\mathbf{q}_{n}\right)$ with $\left\|\mathbf{q}_{n}\right\|=o\left(G_{n}^{-\frac{1}{2}}\left(n / G_{n}\right)\right)$.

It should be remarked that the conditions (2.7), (2.8) give also certain restrictions on relations between $G_{n}$ and $n$. The assumptions imposed on $G_{n}, q_{n}, k_{n}, \Theta_{k}$ and $\mathbf{c}_{i}^{\prime}$ in Theorem 2.2 constitutes one of possible sets of assumptions, e.g., one can
weaken the assumptions on $\widehat{\Theta}_{k}\left(\max _{k_{n} \leq k \leq n}\left\|\widehat{\Theta}_{k}-\Theta_{0}\right\|=O\left(\left\|\mathbf{q}_{n}\right\|\right)\right)$ then, however, the assumption on $G_{n}$ must be strenghtened.

Theorem 2.1 follows from Theorems 2.3 and 2.4 below which are of their own importance. Theorem 2.3 was proved by Deheuvels and Révész (for the moving sums of i.i.d. random variables). Theorem 2.4 says that the asymptotic distribution of $\max _{G_{n}+p<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k} \psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right)\right|\right\}$ does not change if we replace $\Theta_{0}$ (which we usually do not know) by its estimator $\widehat{\Theta}_{i-1}$ based on $X_{1}, \ldots, X_{i-1}$.
Theorem 2.3. Let $Y_{1}, \ldots, Y_{n}$ be i.i.d. random variables with zero mean, unit variance and finite generating function $E \exp \left\{t Y_{1}\right\}$ for all $|t| \leq t_{0}$ for some $t_{0}>0$ and assumption $B$ be satisfied. Then

$$
\begin{gather*}
P\left(\max _{G_{n}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k} Y_{i}\right|\right\} \leq b\left(\log \left(n / G_{n}\right), y\right)\right) \longrightarrow  \tag{2.10}\\
\quad \longrightarrow \exp \{-\exp \{-y\}\} \quad \text { as } n \longrightarrow \infty, \quad y \in \mathbf{R}^{1},
\end{gather*}
$$

where $b(h, y)$ is defined by (2.5).
Proof: See Deheuvels and Révész (1987).
Theorem 2.4. Let the assumptions of Theorem 2.1 be satisfied. Then under the null hypothesis

$$
\begin{gather*}
\max _{G_{n}+p<k \leq n_{c}}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k}\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right)-\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right)\right)\right|\right\}=  \tag{2.11}\\
=o_{p}\left(\left(\log \left(n / G_{n}\right)\right)^{\frac{1}{2}}\right) \quad \text { as } n \longrightarrow \infty
\end{gather*}
$$

and

$$
\begin{gather*}
\max _{n_{c}<k \leq n}\left\{G_{n}^{-\frac{1}{2}}\left|\sum_{i=k-G_{n}+1}^{k}\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right)-\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right)\right)\right|\right\}=  \tag{2.12}\\
=o_{p}\left(\left(\log \left(n / G_{n}\right)\right)^{-\frac{1}{2}}\right) \quad \text { as } n \longrightarrow \infty
\end{gather*}
$$

where $n_{c}=n^{c} G_{n}^{1-c}, c \in(0,1)$ arbitrary.

## 3. Proofs of Theorems.

In this section we shall write $G$ instead of $G_{n} ; Q_{\boldsymbol{v}}, v=1,2, \ldots$ denote generic constants.
Proof of Theorem 2.1: Without loss of generality one may put $\sigma^{2}=1$. Let us start with the null hypothesis. Applying Theorem 2.2 with $Y_{i}=\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right), 1 \leq$ $i \leq n$, one obtains

$$
\begin{gather*}
P\left(\max _{p+G<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} \psi\left(X_{i}-c_{i}^{\prime} \Theta_{0}\right)\right|\right\} \leq b(\log (n / G), y)\right) \longrightarrow  \tag{3.1}\\
\longrightarrow \exp \{-\exp \{-y\}\} \quad \text { as } n \longrightarrow \infty, \quad y \in \mathbf{R}^{\mathbf{1}} .
\end{gather*}
$$

Moreover, for $n_{c}=n^{c} G^{1-c}, c \in(0,1)$ arbitrary the following is true

$$
\begin{equation*}
\frac{b(\log (n / G), y)}{b\left(\log \left(n_{c} / G\right), y\right)} \longrightarrow \sqrt{c} \quad \text { as } n \longrightarrow \infty, y \in \mathbf{R}^{\mathbf{1}} \tag{3.2}
\end{equation*}
$$

which together with (3.1) for $n=n_{c}$ yields that

$$
\begin{align*}
& P\left(\max _{p+G<k \leq n_{c}}\left\{\left.\left.G^{-\frac{1}{2}}\right|_{i=k-G+1} \sum_{i}^{k} \psi\left(X_{i}-c_{i}^{\prime} \Theta_{0}\right) \right\rvert\,\right\} \geq\right.  \tag{3.3}\\
& \left.\geq\left(2 c^{*} \log (n / G)\right)^{\frac{1}{2}}\right)=o(1) \quad \text { as } n \longrightarrow \infty
\end{align*}
$$

for any $c^{*} \in(c, 1\rangle$.
Hence the assertion of our Theorem under $\mathrm{H}_{0}$ follows from (3.1-3.3), (2.11) and (2.12).

As for the contiguous alternatives $\left.H_{n}\left(n^{-\frac{1}{2}} \mathbf{q}_{n}\right), \mathbf{q}_{n} \neq\right)$, the relations (3.3), (2.11) and (2.12) remain true even in this situation and hence asymptotic behavior of

$$
\max _{p+G<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} \psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\boldsymbol{\Theta}}_{i-1}\right)\right|\right\}
$$

is the same as that of

$$
\max _{p+G<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} \psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{0}\right)\right|\right\} .
$$

Since

$$
\begin{align*}
& \max _{G+p<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} E \psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right)\right|\right\}= \\
& =\max _{m \leq k \leq n}\left\{\left.\left.G^{-\frac{1}{2}}\right|_{i=\max (k-G+1, m)} \lambda\left(-\left(\mathbf{c}_{i}^{\prime} \mathbf{q}^{-\frac{1}{2}}\right)\right) \right\rvert\,\right\}=  \tag{3.4}\\
& =O\left(\max _{m<k \leq n}^{k}\left\{G^{-\frac{1}{2}} \sum_{i=\max (k-G+1, m)}^{k}\left\|\mathbf{c}_{i}\right\|\|\mathbf{q}\| n^{-\frac{1}{2}}\right\}\right)= \\
& =O\left((G / n)^{\frac{1}{4}}\right),
\end{align*}
$$

the assertion under the contiguous alternatives follows.
Proof of Theorem 2.4: Define $\left\{\Theta_{k}^{*}\right\}$ as follows:

$$
\begin{array}{rlrl}
\boldsymbol{\Theta}_{k}^{*} & =\widehat{\boldsymbol{\Theta}}_{k} & & p<k \leq k_{n} \\
& =\widehat{\boldsymbol{\Theta}}_{k} & k_{n}<k \leq n, \quad\left\|\mathbf{C}_{k}^{\frac{1}{2}}\left(\widehat{\boldsymbol{\Theta}}_{k}-\boldsymbol{\Theta}_{0}\right)\right\| \leq d_{n}  \tag{3.5}\\
& =\widehat{\boldsymbol{\Theta}}_{k}^{0} & & k_{n}<k \leq n, \quad\left\|\mathbf{C}_{k}^{\frac{1}{2}}\left(\widehat{\boldsymbol{\Theta}}_{k}-\boldsymbol{\Theta}_{0}\right)\right\|>d_{n}
\end{array}
$$

where $\hat{\boldsymbol{\Theta}}_{k}^{0}$ is an arbitrary point from $\left\{\boldsymbol{\Theta} ;\left\|\mathbf{C}_{k}^{\frac{1}{2}}\left(\boldsymbol{\Theta}-\boldsymbol{\Theta}_{0}\right)\right\| \leq d_{n}\right\}$.
Due to the assumptions one has

$$
\begin{equation*}
P\left(\max _{G+p<k \leq n}\left\{\left\|\Theta_{k}^{*}-\widehat{\Theta}_{k}\right\|\right\} \neq 0\right) \longrightarrow 0 \quad \text { as } n \longrightarrow \infty \tag{3.6}
\end{equation*}
$$

and hence

$$
\begin{gather*}
P\left(\max _{G+p<k \leq n}\left\{\left.\left.G^{-\frac{1}{2}}\right|_{i=k-G+1} \sum_{i}^{k} \psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right) \right\rvert\,\right\} \neq\right.  \tag{3.7}\\
\left.\neq \max _{G+p<k \leq n}\left\{\left.\left.G^{-\frac{1}{2}}\right|_{i=k-G+1} \sum_{i}^{k} \psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{i-1}^{*}\right) \right\rvert\,\right\}\right) \longrightarrow 0 \quad \text { as } n \longrightarrow \infty .
\end{gather*}
$$

Next, since $\psi$ is bounded it is easily seen that

$$
\begin{equation*}
\max _{G+p<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k-G+k_{n}} \psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right)\right|\right\}=O(1) \tag{3.8}
\end{equation*}
$$

Consequently, to prove (2.11) and (2.12) it suffices to show

$$
\begin{gather*}
\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+k_{n}+1}^{k}\left(\psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{i-1}^{*}\right)-\psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{0}\right)\right)\right|\right\}=  \tag{3.9}\\
=o_{p}\left((\log (n / G))^{\frac{1}{2}}\right) \quad \text { as } n \longrightarrow \infty
\end{gather*}
$$

and

$$
\begin{align*}
\max _{n_{c}<k \leq n}\left\{\left.G^{-\frac{1}{2}} \right\rvert\,\right. & \left.\sum_{i=k-G+1}^{k}\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{i-1}^{*}\right)-\psi\left(X_{i}-c_{i}^{\prime} \Theta_{0}\right)\right) \mid\right\}=  \tag{3.10}\\
& =o_{p}\left((\log (n / G))^{-\frac{1}{2}}\right) \quad \text { as } n \longrightarrow \infty .
\end{align*}
$$

Letting

$$
\begin{aligned}
S_{k} & =\sum_{i=p+1}^{k}\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{i-1}^{*}\right)-\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{0}\right)+\lambda\left(\mathbf{c}_{i}^{\prime}\left(\Theta_{i-1}^{*}-\Theta_{0}\right)\right)\right), \quad p<k \leq n \\
& =0 \quad 0 \leq k \leq p \vee n<k
\end{aligned}
$$

one observes

$$
\begin{gather*}
\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+k_{n}+1}^{k}\left(\psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{i-1}^{*}\right)-\psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{0}\right)\right)\right|\right\} \leq \\
\quad \leq \max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}}\left|S_{k}-S_{k-G+k_{n}}\right|\right\}+  \tag{3.11}\\
+\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+k_{n}+1}^{k} \lambda\left(\mathbf{c}_{i}^{\prime} \Theta_{i-1}^{*}\right)\right|\right\} .
\end{gather*}
$$

Further,

$$
\begin{align*}
& \max _{0 \leq v \leq\left[\frac{n}{G}\right]+1(v-1) G<k \leq v G} \max \left\{G^{-\frac{1}{2}}\left|S_{k}-S_{k-G+k_{n}}\right|\right\} \leq  \tag{3.12}\\
& \leq 2 \max _{0 \leq v \leq\left[\frac{n_{f}}{G}\right]+1(v-2) \leq k \leq v G} \max \left\{G^{-\frac{1}{2}}\left|S_{k}-S_{(v-2) G+k_{n}}\right|\right\} .
\end{align*}
$$

Since $\left\{S_{k}-S_{(v-2) G+k_{n}}, k=(v-2) G, \ldots, v G\right\}$ is a martingale, the Chow inequality can be applied, which yields

$$
\begin{gather*}
P\left(\max _{(v-2) G<k \leq v G}\left\{G^{-\frac{1}{2}}\left|S_{k}-S_{(v-2) G+k_{n}}\right|\right\} \geq \kappa\right) \leq \\
\leq Q_{1} \kappa^{-2} G^{-1} \sum_{k=(v-2) G+1}^{v G}\left\|c_{k}\right\|^{2} k^{-1} d_{n}^{2} \tag{3.13}
\end{gather*}
$$

for some $Q_{1}>0$. Now, (3.12) and (3.13) ensure that

$$
\begin{align*}
& P\left(\max _{0 \leq v \leq\left[\frac{n_{c}}{G}\right]+1} \max _{(v-1) G<k \leq v G}\left\{G^{-\frac{1}{2}}\left|S_{k}-S_{k-G+k_{n}}\right|\right\} \geq \kappa\right)= \\
&= O\left(G^{-1} \kappa^{-2} \sum_{k=1}^{n_{c}}\left\|c_{k}\right\|^{2} k^{-1} d_{n}^{2}\right)=O\left(\kappa^{-2} G^{-1} d_{n}^{2} \log n_{c}\right)=o(1)  \tag{3.14}\\
& \text { as } n \longrightarrow \infty
\end{align*}
$$

for arbitrary $\kappa>0$, where we used the following simple inequality:

$$
\begin{gather*}
\sum_{k=1}^{n_{c}}\left\|c_{k}\right\|^{2} k^{-1} \leq Q_{2} \sum_{k=1}^{n_{c}}\left\|c_{k}\right\|^{2}\left(\sum_{i=k}^{n_{c}} i^{-2}+n_{c}^{-1}\right)= \\
=O\left(\sum_{i=1}^{n_{c}} i^{-1}\right)=O\left(\log n_{c}\right) \quad \text { as } n \longrightarrow \infty \tag{3.15}
\end{gather*}
$$

for some $Q_{2}>0$.
Now, regarding assumption $A_{2}$ and the definition of $\Theta_{i-1}^{*}$ one can write:

$$
\begin{gather*}
\left.\left.\max _{G+p<k \leq n_{c}}\left\{\left.G^{-\frac{1}{2}} \right\rvert\, \sum_{i=k-G+k_{n}}^{k} \lambda\left(\mathrm{c}_{i}^{\prime}\left(\Theta_{i-1}^{*}-\Theta_{0}\right)\right)\right) \right\rvert\,\right\}= \\
=O\left(\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}} \sum_{i=k-G+1}^{k}\left\|\mathrm{c}_{i}\right\| i^{-\frac{1}{2}} d_{n}\right\}\right)=  \tag{3.16}\\
=O\left(\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}} d_{n}\left(\sum_{j=k-G+1}^{k} j^{-\frac{1}{2}}+k^{-\frac{1}{2}} \sum_{i=k-G+1}^{k}\left\|\mathrm{c}_{i}\right\|\right)\right\}\right),
\end{gather*}
$$

where we used the inequality similar to the first one in (3.15). Obviously,

$$
\begin{gather*}
\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}} d_{n}\right.  \tag{3.17}\\
\left.\left(\sum_{j=k-G+1}^{k} j^{-\frac{1}{2}}+k^{-\frac{1}{2}} \sum_{i=k-G+1}^{k}\left\|\mathrm{c}_{i}\right\|\right)\right\}= \\
=O\left(d_{n}\right) \quad \text { as } n \longrightarrow \infty
\end{gather*}
$$

and

$$
\begin{gather*}
\max _{2 G \leq k \leq n_{c}}\left\{G^{-\frac{1}{2}} d_{n}\left(\sum_{j=k-G+1}^{k} j^{-\frac{1}{2}}+k^{-\frac{1}{2}} \sum_{i=k-G+1}^{k}\left\|\mathbf{c}_{i}\right\|\right)\right\}=  \tag{3.18}\\
=O\left(d_{n}\right) \text { as } n \longrightarrow \infty
\end{gather*}
$$

Assertion (3.9) can be easily concluded from (3.11), (3.12), (3.14) and (3.16-3.18).
Now we turn to (3.10). Using the same arguments as in treating $\max _{G+p<k \leq n_{c}}\left\{G^{-\frac{1}{2}}\left|S_{k}-S_{k-G}\right|\right\}$ one receives

$$
\begin{gather*}
P\left(\max _{n_{c}<k \leq n}\left\{G^{-\frac{1}{2}}\left|S_{k}-S_{k-G}\right|\right\} \geq \kappa\right) \leq \\
\leq Q_{3} \kappa^{-2} G^{-1} \sum_{k=n_{c}}^{n}\left\|c_{k}\right\|^{2} d_{n}^{2} k^{-1}<Q_{4} \kappa^{-2} G^{-1} d_{n}^{2} \log n \tag{3.19}
\end{gather*}
$$

for some $Q_{3}>0, Q_{4}>0$.
Finally proceeding similarly as in (3.16) one arrives at

$$
\begin{gather*}
\max _{\mathbf{n}_{c} \leq k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+k_{n}}^{k} \lambda\left(\mathbf{c}_{i}^{\prime}\left(\Theta_{i-1}^{*}-\Theta_{0}\right)\right)\right|\right\}= \\
=O\left(\max _{n_{\mathrm{e}}<k \leq n}\left\{G^{-\frac{1}{2}} d_{n}\left(\sum_{j=k-G+1}^{k} j^{-\frac{1}{2}}+k^{-\frac{1}{2}} \sum_{i=k-G+1}^{k}\left\|\mathbf{c}_{i}\right\| d_{n}\right)\right\}\right)=  \tag{3.20}\\
=O\left(d_{n}(G / n)^{c / 4}\right) .
\end{gather*}
$$

Applying (3.19) with $\kappa=(\log n)^{-\frac{1}{2}} d_{n}^{0}$, where $\left\{d_{n}^{0}\right\}$ is a sequence with the properties: $d_{n}^{0} \searrow 0$ and $G^{-1} \log ^{3} d_{n}^{0} \longrightarrow 0$ as $n \longrightarrow \infty$ (such a sequence exists by the assumptions) and regarding (3.20) one easily finds that (3.10) holds true.
Proof of Theorem 2.2: Define $\left\{\Theta_{k}^{0}\right\}$ as follows:

$$
\begin{array}{rlr}
\Theta_{k}^{0}=\hat{\Theta}_{k} & p<k \leq k_{n} \\
=\hat{\Theta}_{k} & k_{n}<k \leq n, & \left.\| \hat{\Theta}_{k}-\Theta_{0}-\left(\mathbf{I}-\mathbf{C}_{k}^{\prime} \mathbf{C}_{m}\right)\right) \mathbf{q}_{n} I\{k>m\} \| \leq \\
& & \leq \max \left(\left\|\mathbf{q}_{n}\right\|^{1+v}, k^{-\frac{1}{2}} d_{n}\right) \\
=\tilde{\Theta}_{k} & k_{n}<k \leq n, & \left\|\hat{\Theta}_{k}-\Theta_{0}-\left(\mathbf{I}-\mathbf{C}_{k}^{-1} \mathbf{C}_{m}\right) \mathbf{q}_{n} I\{k>m\}\right\|> \\
& & >\max \left(\left\|\mathbf{q}_{n}\right\|^{1+v}, k^{-\frac{1}{2}} d_{n}\right),
\end{array}
$$

where $\tilde{\boldsymbol{\Theta}}_{k}$ is an arbitrary point from

$$
\left\{\boldsymbol{\Theta} ;\left\|\boldsymbol{\Theta}-\boldsymbol{\Theta}_{0}-\left(\mathbf{I}-\mathbf{C}_{k}^{-1} \mathbf{C}_{m}\right) \mathbf{q}_{n} I\{k>m\}\right\| \leq \max \left(\left\|\mathbf{q}_{n}\right\|^{1+v}, k^{-\frac{1}{2}} d_{n}\right)\right\}
$$

Then by the assumption (2.6) it suffices to treat

$$
\max _{p+G<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} \psi\left(X_{i}-\mathrm{c}_{i}^{\prime} \Theta_{i-1}^{0}\right)\right|\right\}
$$

instead of

$$
\max _{p+G<k \leq n}\left\{G^{-\frac{1}{2}}\left|\sum_{i=k-G+1}^{k} \psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \widehat{\Theta}_{i-1}\right)\right|\right\} .
$$

Similar considerations as in the proof of Theorem 2.4 lead to

$$
\begin{gather*}
P\left(\operatorname { m a x } _ { p + G < k \leq n } \left\{\left.G^{-\frac{1}{2}} \right\rvert\, \sum_{i=k-G+1}^{k}\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{i-1}^{0}\right)-\psi\left(X_{i}-\mathbf{c}_{i}^{\prime}\left(\Theta_{0}-\right.\right.\right.\right.\right. \\
\left.\left.\left.\left.\left.-\mathbf{q}_{n} I\{i>m\}\right)\right)+\lambda\left(\mathbf{c}_{i}^{\prime}\left(\Theta_{i-1}^{0}-\Theta_{0}-\mathbf{q}_{n} I\{i>m\}\right)\right)\right) \mid\right\} \geq \kappa\right) \leq  \tag{3.22}\\
\leq Q_{5} \kappa^{-2} G^{-1} \sum_{k=1}^{n}\left\|\mathbf{c}_{k}\right\|^{2}\left(k^{-1} d_{n}^{2}+\left\|\mathbf{q}_{n}\right\|^{2}\right) \leq \\
\leq Q_{6} \kappa^{-2} G^{-1}\left(d_{n}^{2} \log n+n\left\|\mathbf{q}_{n}\right\|^{2}\right),
\end{gather*}
$$

for some $Q_{5}>0, Q_{6}>0$, where we used the fact that under the alternative $H_{n}\left(\mathbf{q}_{\boldsymbol{n}}\right)$ :

$$
\begin{equation*}
E\left(\psi\left(X_{i}-\mathbf{c}_{i}^{\prime} \Theta_{i-1}^{0}\right) \mid \Theta_{i-1}^{0}\right)=-\lambda\left(c_{i}^{\prime}\left(\Theta_{i-1}^{0}-\Theta_{0}-\mathbf{q}_{n} I\{i>m\}\right)\right) . \tag{3.23}
\end{equation*}
$$

Next

$$
\begin{gather*}
\max _{p+G<k \leq n}\left\{G ^ { - \frac { 1 } { 2 } } | _ { i = k - G + 1 } \sum _ { i } ^ { k } \left(\lambda\left(\mathbf{c}_{i}^{\prime}\left(\Theta_{i-1}-\Theta_{0}-\mathbf{q}_{n} I\{i>m\}\right)\right)+\right.\right. \\
\left.\left.+\lambda^{\prime}(0) \mathbf{c}_{i}^{\prime} \mathbf{C}_{i-1}^{-1} \mathbf{c}_{m} \mathbf{q}_{n} I\{i>m\}\right) \mid\right\}= \\
=O\left(\operatorname { m a x } _ { p + G < k \leq n } \left\{G ^ { - \frac { 1 } { 2 } } \sum _ { i = k - G + 1 } ^ { k } \left\{\left\|\mathbf{c}_{i}\right\|^{r+1}\left\|\mathbf{q}_{n}\right\|^{r+1} I\{i>m\}+\right.\right.\right.  \tag{3.24}\\
\left.\left.+\left\|\mathbf{c}_{i}\right\|^{r+1}\left(\max \left(\left\|\mathbf{q}_{n}\right\|^{v+1}, i^{-\frac{1}{2}} d_{n}\right)^{r+1}+\left\|\mathbf{c}_{i}\right\| \max \left(\left\|\mathbf{q}_{n}\right\|^{1+v}, i^{-\frac{1}{2}} d_{n}\right)\right\}\right\}\right)= \\
=o\left((\log (n / G))^{-\frac{1}{2}}\right) \text { as } n \longrightarrow \infty .
\end{gather*}
$$

The assertion of Theorem 2.2 can be concluded from (3.22) and (3.24).

## References

Antoch J., Hušková M. (1989), Some M-tests for detection of a change in linear models, Proceedings of the Fourth Prague Symposium on Asymptotic Statistics, ed. P. Mandl, M. Hušková, Charles University, 1989, 123-136.
Brown R.L., Durbin J., Evans J.M. (1975), Techniques for testing the constancy of regression relationships over time (with discussion), J. Roy. Statis. Soc. Ser. B 37 (1975), 149-192.
Deheuvels P., Révész P. (1987), Weak laws for the increments of Wiener processes, Brownian bridges, empirical processes and partial sums of i.i.d. r.v'.s., Mathematical Statistics and Probability Theory, eds. M.L. Puri at al., D. Reidel Publishing Company, vol. A, 1987, 69-88.
Hackl, P. (1980), Testing the constancy of regression models over time, Vandenhoeck and Ruprecht, 1980.
Hušková M. (1989), Nonparametric tests for change in regression models at an unknown time point, International Workshop on Theory and Practice in Data Analysis, Akademie der Wissenschaften der DDR, Report R-MATH-01/89, 1989a, 101-124.
Hus̄ková M. (1989), Recursive M-test for change point problem, Structural Change: Analysis and Forecasting, ed. A.H. Westlund, Stockholm School of Economics (in print), 1989b.
Hušková M. (1989), Stochastic approximation type estimators in linear models, Submitted, 1989c.
Hušková M., Sen P.K. (1989), Nonparametric tests for shift and change in regression at an unknown time point, The future of the world economy: Economic growth and structural changes, ed. W. Krelle, Springer Verlag, 1989, 73-87.
Krishnaiah P.R., Miao B.Q. (1988), Review estimates about change point, Handbook of Statistics vol. 7, eds. P.R. Krishnaiah and C.R. Rao, North Holland, 1988, 390-402.
Poljak B., Tsypkin Y. Z. (1979), Adaptive estimation algorithm, Automation and Remote Control 3 (1979), 71-84.
Sen P.K. (1984), Recursive M-tests for the constancy of multivariate regression relationship over time, Sequential Analysis 3 (1984), 191-211.
Zacks S. (1983), Survey of classical and Bayesian approaches to the change point problem: fixed sample and sequential procedures of testing and estimation, Recent Advances in Statistics. Papers in Honour of Herman Chernoff's Sixtieth Birthday, New York, Acad. Press, 1983, 245-269.

Department of Statistics, Charles University, Sokolovská 83, 18600 Praha 8, Czechoslovakia

