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ARCHIVUM MATHEMATICUM (BRNO)

Tomus 38 (2002), 15 – 26

ASYMPTOTIC PROPERTIES OF SOLUTIONS OF

SECOND–ORDER DIFFERENCE EQUATIONS

JAROS LAW MORCHA LO

Using the method of variation of constants, discrete inequalities and
Tychonoff’s fixed-point theorem we study problem asymptotic equivalence of second
order difference equations.

1. Introduction

Some asymptotic relationships between the solutions of the second order differ-
ence equations

∆(pn−1∆xn−1) + qnxn = 0(1)

and

∆(pn−1∆yn−1) + qnyn = f(n, yn,∆yn−1)(2)

are studied.
The purpose of this paper is to extend some of the results from [2] and [6] on

differences equations.
Analogous problem for differential equations has been considered in paper [11]

by J. Kuben.
We suppose that n ∈ N (n0 + 1) = {n0 + 1, n0 + 2, . . .}, (n0 is a fixed non-

negative integer), ∆ is the forward difference operator; i.e., ∆un = un+1 − un for
any function u: N (n0) → R (R is a real line), p: N (n0) → (0,∞), q: N (n0) →
R, f : N (n0 + 1)×R×R→ R is for any n ∈ N (n0 + 1) continuous as a function of
(y, z) ∈ R×R. Hereafter, the term “solution” of (1) or (2) is always used as such
real sequence {un} satisfying (1) or (2) for each n ∈ N (n0 + 1). Such a solution
we denote by un.

Notation 1. Let M1 be the set of all solutions of the equation (1) and M2 the
set of all solutions of the equation (2) that exist for all n ∈ N (n0 + 1).
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Let µ: N (n0)→ R. The symbols O and o have the usual meaning: zn = O(µn)
denotes that there exists c1 > 0 such that |zn| ≤ c1|µn| for large n, and zn = o(µn)
denotes that there exists hn such that zn = µnhn and lim

n→∞
hn = 0.

Definition 1. We shall say that the equations (1) and (2) are µ0-asymptotically
equivalent if for each x ∈M1 there exists y ∈M2 such that

(3) xn − yn = o(µ0
n) ,

and conversely.

Definition 2. We shall say that the equations (1) and (2) are weakly µ1-asympto-
tically equivalent if for each x ∈M1 there exists y ∈M2 such that

(3′) ∆xn −∆yn = o(µ1
n) ,

and conversely.

Definition 3. The equations (1) and (2) will be called strongly (µ0, µ1)-asympto-
tically equivalent if for appropriate xn and yn, (3) and (3′) holds.

The asymptotic equivalence was studied by many authors e.g. [1]–[10]. Our
method is similar to that of [9] but is applied to the difference equation.

2. Equivalence of nonhomogeneous linear difference equations

Let in equation (2) f(n, u, v) ≡ an, where a: N (n0 +1)→ R. Then the equation
(2) has the form

(4) ∆(pn−1∆yn−1) + qnyn = an .

The method of variation of constants formula gives for each solution y of the
equation (4) the relation

(5) yn = c1un + c2vn − c−1un

n∑
s=n0+1

vsas + c−1vn

n∑
s=n0+1

usas ,

where c1, c2 are arbitrary constants, un, vn are lineary independent solutions of
the equation (1),

c = pn[unvn+1 − vnun+1] .

Notation 2. If un, vn are lineary independent solutions of (1) then

y0
n = −cu

n∑
s=n0+1

vsas − cvn
∞∑

s=n+1

usas ,

where c−1 = pnW [un, vn],W [·, ·]-the Casorati matrix is a particular solution of
(4).

Applying the operator ∆ to both sides of relation (5) we obtain

(5′) ∆yn = c1∆un + c2∆vn − c−1∆un
n∑

s=n0+1

vsas + c−1∆vn
n∑

s=n0+1

usas .
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Theorem 1. The equations (1) and (4) are µ0-asymptotically equivalent (weakly
µ1-asymptotically equivalent, strongly (µ0, µ1)-asymptotically equivalent) if there
exists a solution y0

n of the equation (4) such that

y0
n = o(µ0

n), (∆y0
n = o(µ1

n), ∆iy0
n = o(µin), i = 0, 1) where ∆0yn = yn .

Proof. Each solution of the equation (4) can be expressed in the form

yn = xn + y0
n

where xn is an arbitrary solution of the equation (1). This implies the assertion
of the theorem. �
Theorem 2. Assume that

un

n∑
s=n0+1

vsas + vn

∞∑
s=n+1

usas = o(µ0
n)(6)

or

∆un
n∑

s=n0+1

vsas + ∆vn
∞∑

s=n+1

usas = o(µ1
n)(6′)

or both (6) and (6′) hold. Then the equation (4) has a solution y0 with property

y0
n = o(µ0

n) or ∆y0
n = o(µ1

n) or ∆iy0
n = o(µin) ; i = 0, 1 .

Proof. The assertion is an immediate consequence of the relations

yn = c1un + c2vn − c−1un

n∑
s=n0+1

vsas − c−1vn

∞∑
s=n+1

usas ,

∆yn = c1∆un + c2∆vn − c−1∆un
n∑

s=n0+1

vsas − c−1∆vn
∞∑

s=n+1

usas . �

Theorem 2’. Assume that

un

∞∑
s=n

vsas − vn
∞∑
s=n

usas = o(µ0
n)(6′′)

or

∆un
∞∑
s=n

vsas −∆vn
∞∑
s=n

usas = o(µ1
n)(6′′′)

or both (6′′) and (6′′′) hold. Then the equation (4) has a solution y0 with property

y0
n = o(µ0

n) or ∆y0
n = o(µ1

n) or ∆iy0
n = o(µin) ; i = 0, 1 .

Corollary 1. If the hypotheses of Theorem 2 (or Theorem 2’) holds, then the
equations (1) and (4) are µ0-asymptotically equivalent, weakly µ1-asymptotically
equivalent or strongly (µ0, µ1) asymptotically equivalent respectively.
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3. Equivalence of nonlinear difference equations

In this chapter we shall give sufficient conditions for the types of asymptotic
equivalence defined above. We suppose that the following hypotheses hold:

(i) f : N (n0 + 1)× R×R→ R

(ii) there exists a nonnegative function

F : N (n0 + 1)× R+ × R+→ R+

which is continuous and nondecreasing with respect two last arguments for each
fixed n ∈ N (n0 + 1) such that

(7) |f(n, u, v)| ≤ F (n, |u|, |v|) .

Here R+ is the set of all nonnegative real numbers.

Notation 3. Let ri: N (n0)→ (0,∞), (i = 0, 1) be a positive function such that

(8) ∆iun = O(rin), ∆ivn = O(rin) , (i = 0, 1) .

For example, we can take

ri = |∆iun|+ |∆ivn| ; (i = 0, 1) .

Theorem 3. Suppose that (7) holds and let for any α ≥ 0

∞∑
s=n0

|us|F (s, αr0
s, αr

1
s) <∞

and

(9i) |∆iun|
n∑

s=n0+1

|vs|F (s, αr0
s, αr

1
s) = o(rin) , (i = 0, 1) .

Let for each solution y ∈M2,

(10i) ∆iyn = O(rin) , (i = 0, 1)

and there exist finite limits for {∆iun}, {∆iuv}, i = 0, 1.
The the equation (1) and (2) are strongly (µ0, µ1)-asymptotically equivalent for

each pair of functions µ0, µ1, such that for any α ≥ 0

|∆iun|
n∑

s=n0+1

|vs|F (s, αr0
s, αr

1
s) + |∆ivn|

∞∑
s=n+1

|us|F (s, αr0
s, αr

1
s) = o(µin) ,

(11i)

(i = 0, 1) .
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Proof I. Let y ∈M2. Consider a nonhomogeneous linear difference equation

∆(pn−1∆zn−1) + qnzn = f(n, yn,∆yn−1)

that possesses the solution yn. From assumption of the theorem for appropriate
α > 0 we have∣∣∣∆iun

n∑
s=n0+1

vsf(s, ys,∆ys−1) + ∆ivn

∞∑
s=n+1

usf(s, ys,∆ys−1)
∣∣∣

≤ |∆iun|
n∑

s=n0+1

|vs|F (s, αr0
s, αr

1
s) + |∆ivn|

∞∑
s=n+1

|us|F (s, αr0
s, αr

1
s) = o(µin) ,

(i = 0, 1) .

Theorem 2 guarantees the existence of a solution z such that ∆izn = o(µin),
(i = 0, 1). Then xn = yn − zn is the desired solution of the equation (1) that
satisfies the order relations (3) and (3′).

II. Let x ∈M1 and consider eqautions

(12)

yn = xn − cun
n∑

s=n1+1

vsf(s, ys,∆ys−1)

− cvn
∞∑

s=n+1

usf(s, ys,∆ys−1)

∆yn = ∆xn − c∆un
n∑

s=n1+1

vsf(s, ys,∆ys−1)

− c∆vn
∞∑

s=n+1

usf(s, ys,∆ys−1)

for n ≥ n1 where n1 ≥ n0 will be choosen later.
We denote by Φ = Φ(Nn1 , R

2) the set all pairs functions defined on N (n1). For
g ∈ Φ, let pm(g) = sup{‖gn‖: n ∈ Nm(n1) = {n1, n1 + 1, . . . , n1 + m}}, m =
0, 1, . . . , here ‖ · ‖ is some convenient norm in R2. Then pm is a pseudo-norm and
Φ with the topology induced by the family of pseudo-norms {pm}∞m=1 is a Frechet
space.

Denote

Bρ(n1 + 1) = {ϕ = [ϕ0, ϕ1] ∈ Φ: |ϕin| ≤ ρrin , i = 0, 1} , n1 ≥ n0 .

There exists α > 0 such that

b∆0x,∆xc , b∆0u,∆uc , b∆0v,∆vc ∈ Bα(n0 + 1) .
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Let ρ ≥ 2α and choose n1 so that

∞∑
s=n1+1

|us|F (s, ρr0
s, ρr

1
s) ≤

|c|−1

2

and

|∆iun|
n∑

s=n1+1

|vs|F (s, ρr0
s, ρr

1
s) ≤

1
2
αrin|c|−1

for n1 ≥ n0, (i = 0, 1).

Let T : Bρ(n1 +1)→ Bρ(n1 +1) be an operator. Tϕ = [T0ϕ, T1ϕ], ϕ = bϕ0, ϕ1c
where

(Tiϕ)(n) = ∆ixn − c∆iun

n∑
s=n1+1

vsf(s, ϕ0
s , ϕ

1
s) − c∆ivn

∞∑
s=n+1

usf(s, ϕ0
s , ϕ

1
s) ,

i = 0, 1 .

The convergence in Φ is the uniform convergence on every compact subinterval on
〈n1 + 1,∞).

Let ϕ ∈ Bρ(n1 + 1), then

|(Tiϕ)(n)| ≤ αrin +
1
2
|c| · α · |c|−1rin +

1
2
|c| · α · |c|−1rin = 2αrin ≤ ρrin

for n ≥ n1 + 1, i = 0, 1. Therefore TBρ(n1 + 1) ⊂ Bρ(n1 + 1).
Next, we will verify that the transformation T is continuous.
Let {ϕni}∞i=1 be a sequence of element Bρ(n1 + 1) such that ϕni −→

i→∞
ϕn0 in the

Frechet space Φ.
Let n2 > n1 + 1 and ε > 0. Denote d = maxr0

n for n ∈ 〈n1 + 1, n2 + 1〉. Choose
n3 > n2 + 1 such that

∞∑
s=n3

|us|F (s, ρr0
s, ρr

1
s) <

|c|−1ε

8d
.

Put

Θ = min


ε|c|−1

2d
n2∑

s=n1+1
|vs|

,
ε|c|−1

4d
n3∑

s=n1+1
|us|

 .

Since f is continuous and ϕni → ϕn0 convergent uniformly on 〈n1 + 1, n3〉, there
exists a positive constant N0 such that if i ≥ N0, then

|f(n, ϕ0
ni, ϕ

1
ni)− f(n, ϕ0

n0, ϕ
1
n0)| < Θ
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for n ∈ 〈n1 + 1, n3〉. Thus

|(T0ϕi)(n) − (T0ϕ0)(n)|

≤ |c| |un|
n∑

s=n1+1

|vs| |f(s, ϕ0
si, ϕ

1
si) − f(s, ϕ0

so, ϕ
1
so)|

+ |c| |vn|
∞∑

s=n+1

|us| |f(s, ϕ0
si, ϕ

1
si)− f(s, ϕ0

so, ϕ
1
so)|

≤ |c| |un|
n∑

s=n1+1

|vs| |f(s, ϕ0
si, ϕ

1
si(−f(s, ϕ0

so , ϕ
1
so)|

+ |c| |vn|
n3∑

s=n+1

|us| |f(s, ϕ0
si, ϕ

1
si(−f(s, ϕ0

so , ϕ
1
so)|

+ |c| |vn|
∞∑

s=n3+1

|us| |f(s, ϕ0
si, ϕ

1
si(−f(s, ϕ0

so , ϕ
1
so)|

≤ |c|dΘ
n∑

s=n1+1

|vs|+ |c|dΘ
n3∑

s=n+1

|us|+ 2|c|d
∞∑

s=n3+1

|us|F (s, r0
s, r

1
s) < ε

for i ≥ N0 and n ∈ 〈n1 + 1, n2 + 1〉.
Therefore, the mapping T0 is continuous. The same is true for T1. This implies

that T is continuous. Since TBρ(n1 + 1) ⊂ Bρ(n1 + 1), then TBρ(n1 + 1) is
uniformly bounded for each n.

It suffices to prove that elements of TBρ(n1 + 1) satisfy Cauchy’s condition
uniformly on TBρ(n1 + 1). In fact, let ϕ ∈ Bρ(n1 + 1) and n > m ∈ N (n1 + 1).
Then we have

|(T0ϕ)(n)− (T0ϕ)(m)|

≤ |xn − xm|+ |c| |un
n∑

s=n1+1

vs f(s, ϕ0
s , ϕ

1
s − um

m∑
s=n1+1

vsf(s, ϕ0
s, ϕ

1
s)|

+ |c| |vn
∞∑

s=n+1

usf(x, ϕ0
s, ϕ

1
s) − vm

∞∑
s=m+1

usf(s, ϕ0
s, ϕ

1
s)|

≤ |c|
{
|un|

n∑
s=m+1

|vs|F (s, ρr0
s, ρr

1
s) + |un|

n∑
s=n1+1

|vs|F (s, ρr0
s, ρr

1
s)

+ |um|
m∑

s=n1+1

|vs|F (s, ρr0
s, ρr

1
s) + |vn|

∞∑
s=m+1

|us|F (s, ρr0
s, ρr

1
s)
}
.

By assumptions of Theorem for given ε > 0, there exists n4 ∈ N (n1 + 1) such that

|(T0ϕ)(n) − (T0ϕ)(m)| < ε
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for all n,m ∈ N (n4).
The same is true for T1. By Ascoli’s theorem TBρ(n1 + 1) is relatively compact

in Φ. Therefore as Bρ(n1 + 1) is convex and closed in Φ. T has a fixed point in
Bρ(n1 + 1). This assertion is due to Tychonoff’s fixed theorem – see e.g. [3], p.
45. At the same time, we have proved that the system (12) has a solution. The
relations (11i) and (12) imply that (3) and (3′) hold.

Theorem 4. Suppose that (7) holds and let for any α ≥ 0

∞∑
s=n0+1

(|us|+ |vs|)F (s, αr0
s, αr

1
s) <∞ .

Let for each y ∈M2 (10i) hold.
If F does not depend on u or v, the assumption (10i) can be omitted. Then the

equations (1) and (2) are strongly (µ0, µ1)-asymptotically equivalent for each pair
of functions µ0, µ1 such that for any α ≥ 0

∞∑
s=n+1

(|∆iun · vs|+ |us ·∆ivn|)F (s, αr0
s, αr

1
s) = o(µis) , i = 0, 1 .

Proof. In an aim to prove this theorem one should consider the equations

yn = xn + c−1un

∞∑
s=n

vsf(s, ys,∆ys−1)− c−1vn

∞∑
s=n

usf(s, ys,∆ys−1)

and

∆yn = ∆xn + c−1∆un
∞∑

s=n+1

vsf(s, ys,∆ys−1)− c−1∆vn
∞∑

s=n+1

usf(s, ys,∆ys−1) ,

and follow an analogous way as in the case Theorem 3. �

4. Special cases of perturbations

Suppose that

|f(n, u, v)| ≤ hn|u|(13)

or

|f(n, u, v)| ≤ gn|v|(13′)

where h, g N (n0)→ 〈0,∞) are nonnegative.
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Lemma 1. Let (8), (13) and sup
n
l0(r0

n)2hn ≤ γ < 1 hold, where l0 is a positive

constant, then each solution of the equation (2) exists on N (n0) and

yn = O
(
r0
n exp

( n−1∑
s=n0+1

l0
1− γ (r0

s)
2hs
))

.

Proof. From the relation (5), assumption of theorem and generalised Gronwall’s
inequality we obtain the needed estimate. �
Lemma 2. Let (8) and (13′) hold, then each solution of the equation (2) exists
on N (n0) and

∆yn = O
(
r1
n exp

( n−1∑
s=n0

l0gs+1r
0
s+1r

1
s

))
,

where l0 is a positive constant.

Proof. In an aim to prove this Lemma one sholud consider the equation

∆yn = c1∆un + c2∆vn − c−1∆un
n∑

s=n0+1

vsf(s, ys,∆ys−1)+

+ c−1∆vn
n∑

s=n0+1

usf(s, ys,∆ys−1)

and follow an analogous way as in the case of Lemma 1. �
Lemma 3. Assume that

1◦ (7) holds,

2◦ for any λ ≥ 0,
∞∑

n=n0+1
r0
nF (n, λr0

n, λr
1
n) <∞,

3◦ there exists λ0 > 0 such that

(14) sup
λ∈〈λ0,∞)

1
λ

∞∑
n=n1+1

r0
nF (n, λr0

n, λr
1
n) = S < |c|

for an appropriate n1 ≥ n0.
Then each solution y of the equation (2) exists for n ≥ n1 + 1 and ∆iyn =

O(rin), i = 0, 1.

Proof. As

yn = c1un + c2vn − c−1un

n∑
s=n0+1

vs(s, ys,∆ys−1)

+ c−1vn

n∑
s=n0+1

usf(s, ys,∆ys−1)

and
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∆yn = c1∆un + c2∆vn − c−1∆un
n∑

s=n0+1

vs(s, ys,∆ys−1)

+ c−1∆vn
n∑

s=n0+1

usf(s, ys,∆ys−1) ,

then for n ∈ 〈n1 + 1, N0), n1 ≥ n0, N
0 <∞ we have

|∆iyn| ≤ Krin + |c|−1rin

n∑
s=n1+1

r0
sF (s, |ys|, |∆ys−1|) , i = 0, 1

K is a positive constant.
Denote

(15) zm = K|c|+
m∑

s=n1+1

r0
sF (s, |ys|, |∆ys−1|) , i = 0, 1

for m ∈ 〈n1 + 1, N0).
Then

(16) |∆iyn| ≤ |c|−1rinzm for n ∈ 〈n1 + 1,m〉 , i = 0, 1 .

If zm < |c|λ0 for each m ∈ 〈n1 + 1, N0) then

(17) |∆iyn| ≤ λ0r
i
n , n ∈ 〈n1 + 1, N0) , i = 0, 1 .

If there exists m0 ∈ 〈n1 + 1, N0) such that zm0 ≥ |c|λ0 then zm ≥ |c|λ0 for
m ∈ 〈m0, N

0). From relation (14) we obtain

sup
λ∈〉λ0,∞)

1
λ

m∑
s=n1+1

r0
nF (n, λr0

s, λr
1
s) = S1 ≤ S < |c| .

Put λ = |c|−1zm for m ∈ 〈m0, N
0), then

m∑
s=n1+1

r0
nF (s, |c|−1zmr

0
s, |c|−1zmr

1
s) ≤ |c|−1Szm .

Now from (15) and (16) we obtain

zm ≤ K|c|+ |c|−1Szm , m ∈ 〈m0, N
0) .

Therefore

zm ≤
K|c|

1− |c|−1S
,
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since |c|−1S < 1.
Relation (16) implies

(18)

|∆iyn| ≤
K

1− |c|−1S
rin , for n ∈ 〈n1 + 1,m) , m ∈ 〈m0, N

0) , i = 0, 1 .

But this estimate does not depend on m, thus (18) holds for each n ∈ 〈n1 +1, N0).
As (17) or (18) holds, we get ∆iyn (i = 0, 1) are bounded on 〈n1 + 1, N0).

This is a contradiction and hence necessarily N0 =∞. At the same time we have
obtained that

|∆iyn| = O(rin) , i = 0, 1 . �
Theorem 5. Let the assumptions of Lemma 3 hold. Then the equations (1) and
(2) are strongly (r0, r1)-asymptotically equivalent.

Proof. The proof is a consequence of Theorem 4 and Lemma 3. �
Using Theorem 4 and Lemmas 1 and 2 we obtain

Theorem 6. In addition to the assumptions of Lemma 1, suppose that

∞∑
n=n0+1

(r0
n)2hn <∞ .

Then the equations (1) and (2) are r0-asymptotically equivalent.

Theorem 7. In addition to the assumptions of Lemma 2, suppose that

∞∑
n=n0+1

r0
nr

1
ngn <∞ .

Then the equations (1) and (2) are r1-asymptotically equivalent.
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