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SVAZEK 84 % PRAHA, 29. X. 1959 * CISLO 4

OPTIMUM STRATEGY AND OTHER PROBLEMS
IN PROBABILITY SAMPLING

JAROSLAV HAJEK, Praha

(Received August 4, 1958) DT:519.271.3

The statistician’s strategy in probability sampling consists in the
choice of the sampling design (plan) and of the estimation method
(procedure). A strategy may be called optimum if it solves the
conflict between cost and accuracy in the best way. In this paper
Bayes approach is accepted, i. e. the accuracy is measured by the
expected variance with respect to a certain & priori distribution of
ascertained values. A general solution of the problem is derived for
a rather wide class of admissible sampling designs, estimators, cost
functions, and for the following two most important assumptions
concerning the a priori distribution: (a) The ascertained values are
realizations of non-correlated random variables. (b) The ascertained
values are realizations of a random sequence with stationary convex
correlation function and stationary coefficients of variations.

In the introductory sections the conceptions of “‘sample” and
“estimate’’ are defined, and a general formula for the variance and
estimated variance of linear estimates is derived; furthermore, a
method of improving estimates based on suffieient statistics is
presented, and two sampling designs with varying probabilities are
discussed.

A. INTRODUCTORY SECTIONS (1—5)

1. Definitions

Let us have a population S consisting of &V elements of arbitrary nature,
so that they may be represented by integers 1,..., N, S = {1, ..., N}. From
8 we select a subset s in such a way that any subset s c S possesses a pro-
bability P(s) of being selected. The selected subset s will be called the sample.
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Let us denote by ¥y, ..., ¥y Values of a certain variable associated with
elements 1, ..., N, respectively. We try to estimate the total

N
Y =73y, (L.1)

i-1

by an estimate ¥ having the form

A

Y =2 yais), (1.2)
where w;(s) are arbitrary weights, 7 es, s ¢ S, and Z extends over the elements

€8
7 included in the sample s. The estimate (1.2) will be called a linear estimate.
The necessary and sufficient condition for the estimate (1.2) to be unbiassed

is, obviously, that :
Dws)Ps)=1, ¢=1,..,N, (1.3)
$37

where the sum > extends over all samples containing the element ¢.

$35
The probability of selecting a sample s which contains the element i, say
7;, equals
;= » P(s). (1.4)
Similarly, the probability of selecting a sample which contains both elements
1 and 4, say =x;;, equals
n”=zp(8), ’];,j: 1,...,N. (15)

§3¢
§37

1 . . . .
If we put wi(s) = —stes, 8cC S, we get the simple linear estimate:

Y Y:

Y= Z g (1.6)
It is easily seen that the simple linear estimate is unbiassed, i. e. that (1.3)
holds.

We have defined the “sample” as a subset of the population. However, one
could think of a more detailed specification of the ‘‘sample”. For example,
it is possible to define it as an ordered subset of the population, or, still more
distinctively, as a sequence, all members of which belong to the population.
For brevity, let us use the following symbols:

subset s, ordered subset s, sequence s”. (1.7)

The sample s only tells us’ what elements have been selected, while s’ and
8" comprise further information. The sample s’ fully describes the element-
by-element sampling without replacement, and s” fully describes the element-
by-element sampling with replacement.
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If we delete in the sequence s” all members which appear in some of the
preceding places we get on ordered set s, ' = s'(s"). If we dispense with the
ordering in s’, we get a set s, s = s(s’). Symbolically,

s = s(s") = s(s'(s")) , (1.8)

i. e. &’ is an abstract function of s” and s is an abstract function of s’, and,
naturally, of s” too.

The collection (1.7) of possible definitions of the sample is naturally not
exhaustive. For example, we shall use, in section 3, the sample s* which tells
how many times each element has been included in the sample. Clearly, if we
dispense with the ordering in s”, we get s*. Thus it holds that '

s* = s*(s"), s=s(s¥). (1.9)

If we deal with double sampling, we may define the sample as a couple of
subsets (s;, 8), where s, is the “larger” sample and s is the ultimately selected
sample. As we can see, the possible definitions of the sample might be continued
as long as we wished.

Now, let us define the observation and the estimate in probability sampling.
The observation, say (s, %)~ (", %), (s”, %), ete., involves a knowledge of the
sample s, §’, s”, etc. and of the values y,; associated with elements in s, &', s”,
etc., respectively. The estimate ¢ is any function of (s, y), (8, ), (s”, y), etc.:

Tt=1t(s,y), t=1ts,y), t=1s",y), ete. (1.10)

2. Estimating sampling error of linear estimates

We begin with the Definition 2.1. Any estimate £,(s), which equals 0 if s does
not contain the element 4, will be called an (7)-estimate; any estimate #;;(s),
which equals 0 if s does not contain the element ¢ or j (or both), will be called
an (1, j)-estimate.

If we complete the definition of w;(s), as function of s, putting for s not:
containing the element ¢

wys) =0, snonst¢, (2.1)

" then w;(s) becomes an (i)-estimate of 1 and (1.2) may be rewritten in the
following form:

A
Y = zly,-wz(s) (2.2)
Theorem 2.1. If for the values z,, ..., zy the equation
N N
Sewis) = Sz (e Z=2) (2.3)
t=1 i=
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holds with probability 1, then the mean-square error of the estimate (2.2) equals

M( — 2 Z Z (% &) z2;(Mw; + Mw; — 1 — Mwaw;) (2.4)

g=13=1
where Mt = Si(s) P(s) denotes the mean value over all possible s. In the unbiassed
case (Mw; = 1,7 =1, ..., N) we have

2
M(Y Y) = *‘z Z (yz - ”y“{) 2i2;(1 — Mw,w;) . (2.5)
i=17=1
2
The sum of the weights standing in (2.4) ab the terms — 3 (y’ —:Z—’) , % £ g, equals
l J
>>zzi(Mw, + Mw; — 1 — Mww,) = Zz‘jM(w{ — 1)z, (2.6)
i%3 i-1

Proof is based on the following easy identities:

N N
M — ¥ = M[Syw; — DI = > > yyMw, — 1w, — 1) =

i=17=1

_ZEJL iy Mw; — D)(w; — 1) =

j=li=1

N N R 1 5 .
=ZZ[*_(_‘_%) +?(y?z) +2(yZ)]zzM( — D(w, — 1) =

i=1j=1 :

_1SS

i=137=1

N
g
*2

-
X

[\V]
[

2
(?—’;‘ - Z—) [Muw, + Mw, — 1 — Mwaw,] +
Z 7

N

2
Y
(-z;) M [zi(wi — 1) 2(w; — 1)] .
=1 §=1
N
The last term, however, vanishes, since, according to (2.3), > z;(w; — 1) = 0
j=1
with probability 1. The identity (2.6) is implied by the same fact: We get
0= — MGzw; — 1))2 = 3 Szz[Mw; + Mw; — 1 — Mww,] —

Y]
N
— > ZiM(w,;— 1)*, which is equivalent to (2.6).
i=1
Formula (2.5) for simple estimate was given in [5].
As regards the estimated mean-square error, we shall use the following
Theorem 2.2. On replacing 1, Mw;, Mww; in (2.4) or (2.5) by any their (3, §)-
estimates, we get an estimated means square error of the estimate (2.2). Ones of
the possible unbiassed (i, j)-estimates of 1, Mw; and Mww; are the following:
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Estimate of 1 =

Pls — U} + 1K) > P(s — {%} + L
—1 £ P(s) n —1

knones knones

8—{%9}+{kh}) . _
n——l) Z Z , T, jes. (2.7)

k nones hnonss

Estimate of Mw; =

= wy(s)

wi(s — {7} + {k}) é7(i+{ ) , i,jes. (2.8)'

knones

Estimate of Mwaw; = w(s) wi(s), ¢, jes, (2.9)

where s — {j} + {k} and s — {i, j} + {k, h} denotes the subset got from the subset

s by replacing the element j by the element k or the elements {1, j} by the elements

{k, R}, respectively, and > denotes the sumation over all elements k not contained
knones

ms.

Proof. The first assertion of the Theorem only tells that on replacing, 1,
Mw, and Mwaw; in (2.4) or (2.5) by any their (¢, j)-estimates, we get a function
of (s,y), i. e. an estimate (see Section 1).

Now, in view of (2.1), we have

2, wi(s) w;(s) P(s) = Z wi(s) wy(s) P(s) = Mwaw; ,
$34,9

where > denotes the sum extended over the subsets s contazmng the both

834,75

elements ¢ and 7, by which it is shown that w,w; is an unbiassed (%, j)-estimate
of Mw,w;.

In order to prove the assertion concerning (2.8), let us note, that any subset
z containing the element 7 but not containing the element § may be converted
in a subset s containing both elements ¢ and j by omitting an element, say
k, different from 4, and by replacing it by j, and that this may be done in » — 1
ways. Consequently,

2, [t +ity e — iy + ) g ey

knones

§34,§

= > wls) Pl) + > ,T_l—l > s — i} + (k) (Ps — (G} + {B}) =

§3%,§ 834,35 knones

- (0 — 1) wi(z) P2) = zw (s) P(s) = Muw, .
8§3%2,9 837 8372
snon>3)

Before proceeding to (2.7), let us note, that any subset z not contairﬁng either
7 or j may be converted in a subset s, which does contain both elements 7 and 7,
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by omitting any two of his elements, say k and A, and by replacing them by
¢ and 7, and that this may be done in n(n — 1) Ways Consequently,

1 P(s — {j} + {&}) P(s — {2 k
Z[1+n—l z éy(};) {} n—-l Z : {})+{})

§3¢,5 knones knones

— {1, k, b
T ) )= LES L]

knones, Anones
Ic#:h

ZP(SHZ LR LR LORS
+ 2 e — DR = D Pe =1,
snonri scS

snonsj;
which accomplished the proof.

Remark 2.1. The (7, j)-estimates shown in the theorem 2.2 are of use in
situations where w(s) depends of s (s » 7) not much, and they will be used in
section 4. Their scope might be widened by this device: We may, for each
(2, j) separately, select several samples containing both elements ¢, 4, say
81, - .- S, and then replace the (2, j)-estimate, say u;;(s), by the arithmetic
mean

k
1
Ui (S1s - ) = T Zuif(sr) . (2.10)

=1

If the probabilities x;; of including both elements 7 and j and mean values
Mw,w; and Mw; are simple, we may use the following unbiassed (7, j)-estimates:

Mw; +Mw; — 1 — Mw,w;

Estimate of [Mw; + Mw; — 1 — Mww;] = p of {i,9}Cs,
= 0 in the other case , (2.11)
or, in the unbiassed case
Estimate of [1 — Mww,] = %ﬁw— it fQ,j)cs,
=0 inlghe other case . (2.12)

Remark 2.2. The device of ratio estimation may be useful also in estimating
the mean square error. For example, in view of (2.6), we may hope that the
estimated mean square error

1 zz (yz EJ_) 22 [Mw +Mw; — 1 —Mww;l;; »
m(ﬁ— Y)r = i< jes z ZM(w; — 1)%,
DD M+ Mo, — 1 —Mww],;, i

ie8 Fes

(2.13)
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where [.];; denotes a proper (i, j)-estimate of [.], will be better than the
estimated mean square error

m( ;g (y’ z_j) zz;[Mw; +Mw; — 1 — Mwaw;], ;. (2.14)
Remark 2.3. If the estimated mean square errors (2.13) and (2.14) are too
laborious, we may select randomly with equal probabilities a subset

M of k couples {7, j} c s without common elements, when possible, and then
replace (2.13) and (2.14) by

1 ; \2
3 zz (-zy—Z — gl) zZ[Mw; +Mw; — 1 —Mwaw;];; §
. 2 7 2
m(f — ¥y = DM > M, — 1)
zz ziz;[Mw; + Mw; — 1 — Mwaw,]; ; i=1

{i,5}eM

(2.15)

4 _n(n—1) Y Yi\? ' .
mY —Y) = T{Z}EM (Z — Z) zz;Mw; + Mw; — 1 — Mww,]; ;. (2.16)
25)5€

Remark 2.4. If not directly the values y; but unbiassed estimates of them
are at hand, say ﬁi, e. g. in the case of subsampling, and if estimates g’)i are
mutually independent, then the formula (1.2) is changed into

f} = z ini(s) >

€S

and the formula (2.3) into

MP — Ty = o z z M [(— —%) ] 2elMw; + M, — 1 — Mwaw,] +

2
2=1 jm=1l

#3064, (2.17)

where M(.) and D(. ) denote the mean value and the variance over the estimates
A 2 2 .
y; (for example, over the subsampling).

It means that the estimated mean square error has, generally, the form

mF — ¥) = zz (y yi) [Mw; + Mw, — 1 — Mwaw,],, + Dy, (2.18)

teS Je8

N
where D, is an estimate of D(¥,) .

i=12
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3. Improving estimates connected with element-by-element sampling
with and without replacement

We have denoted by (s”, y) the observation consisting in a knowledge of
s” and of values y; associated with elements appearing in s”, and a similar
meaning has been ascribed to (s, ¥) and (s', y). It is easily seen that the know-
ledge of (s”, y) enables us to establish (2", ) for all z” such that

8(z") = s(s"), (3.1)

or, similarly, knowledge of (s’, ¥) enables us to establish. (', ¥) for all 2’ such that
s(z') = s(s’). For example, if we know that on the sequence of elements
s" = (2, 4, 3, 2, 4) there were ascertained values (13, 18, 15, 13, 18), respecti-
vely, we may infer that on the sequence 2" = (3, 3, 2, 4) would be ascertained
values (15, 15, 13, 18), respectively, because we simply know that y; = 15,
y, = 13 and y, = 18. Conversely, knowing (2”, y) for any z” such that (3.1)
holds, we can establish (s”, y).

This trivial fact has an interesting application: Having an arbitrary estimate

" = t"(s", y) , (3.2)

we may replace it by the estimate

zt”(z”’ y) P(z”)
t= t(&‘, ?/) == T (33)
P "

where the sum > extends over all 2” such that s(z”) =s = s(s"). Indeed, if
[s]
we know (s”, y), we can evaluate t"(2”, y) for any 2” such that (3.1) holds, and

hence we can evaluate (3.3).
A brief inspection of the equation (3.3) shows that ¢ is a conditional mean
value of t” with respect to (s, y). Consequently

Mt = Mt” (3.4)
Dt = Dt' — M(¢ — t")2. (3.5)

In other words, ¢ is at worst as equally good an estimate as £”. This means that
the subset-definition of a sample is fully satisfactory, since any good estimate
is a function of (s, ¥) only. (Of course, it may happen that ¢” and the estimated
variance of ¢” are more easy to compute than ¢ and the estimated variance of t.)
A similar conclusion may be drawn concerning the estimates t' = ¢'(s', y),
etc.
Now, let us show how the method works:
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Example 3.1. Let us perform independent samples of one element with
N

probabilities &y, ..., %y, Z o; = 1, until % distinct elements have been selected.
i=1 N
Let us choose any unbiassed estimator of the total ¥ = » y,, for example,
i=1
y = Yu (3.6)
(L 7N

where 7; denotes the element selected as the first. Let us take a conditional

mean value of ¥ with respect to (s, ), where s is the set of n distinct elements
included in the sample. Using the formula (3.3) we see that

¥ = M|, y))_zy’P (3.7)

where P,(s) is the conditional probability that the element 7 will be included
as the first in the sample under the condition that the distinct elements
selected consist the set s. Probabilities P,(s) are not easy to compute, except

.. . . 1
when the sampling is uniform, i. e. &; = ... = oy = 7 Or when n = 2.

In the case when the sampling is uniform, we clearly get Pi(s) = 71%—, so that

. N

Now, let us consider the case n = 2, denoting the two distinct elements
included in the sample by ¢ and j. The probability that the element ¢ was
selected first and the element j second, equals

Py = P(s' = [i, ]} = 7. (3.8)

— &
Similarly, the probability that the element j was selected first and the element
7 second, equals
= P{s’ = [j, i} =%
'\ P, =P{s" =1[j,1]} T (3.9)
This means that the conditional probability that the element ¢ has been
selected first equals

l—lx,'

Pi(s) = (3.10)

2 — X; — &X; )
When substituting into (3.7) we get

Y: Yi
(=)= + 1 —o)=
Y = % el (3.11)

2 — oy — oy
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As regards the variance of ¥, we may use the formula (2.5) since (2.3) is clearly
satisfied for z; = «;. It means that

MY — ¥)2 = Z Z( — )oc,ocj[l — Mww,] . (3.12)

i=1j7=1
In order to find Mw,aw; let us first compute 7,;:
myy = P{i,jes} = Pls = {i,j}} = Pu; + Pu =
- L2 + X s _ 0(10C7(2 - ; — (xj)
Tl — I—a; (L—o)(l—ay)

(3.13)

Now, in view of (3.11),
wy(s) = 72__1__*"‘2'__ L ogor 5= {i, 7}

— &g T &y &g
and, consequently,

Mw,w; __Zw(s)w(s)Ps)~w1w s =

§34,5

ooy (2 — oy — o) (1 —ay)(1 — &) 1 _ 1

(I — o)1= ;) (2 — oy — &))® oy 2 — o — oy
On substituting (3.13) into (3.12) we get that

M — Y)z——z—zz( oT) ik ,%5% (3.14)

=1 7=

Finally, we may use the (¢, j)-estimates (2.12), where x;; are given by (3.13),
and get the following unbiassed estimated variance:

¥ = m@ — 72 = (?5/‘1 _ %)2(1 — o)l — )1 — &x; — 0‘:’)' (3.15)

i (2 — oy — y)?

S \2
As (1 — o)1 — o) = (1 - oc,-_—{z—_oc_,«_) , we have that
Y _ ui\*

If the ordered-set sample s consists of elements s’ = [4,, ..., 3,], then there
are the following unbiassed estimates of Y

A .

Y1=%£:—, |

A .

Y, =y, + %— (1 — ), (3.17)
;\ 3/:‘..

Y,=9u + .- + Yiu_n +;‘“(1 — Ky e — K4 y)

in
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where ¢, is the element included in the sample as the k-th. These estimates
A
are non-correlated, and, moreover, the conditional mean value of Y, given
n

}9'1, e I'\fk_l, equals Y. Consequently, any constants ¢y, ..., ¢,, 2 ¢; =1, ge-
i=1
n
nerate an unbiassed estimate ¥ — > cl_'l,\’z such that
i=1
n A n A
D( X ¢.Y,;) =2 DY, . (3.18)
i=1 i=1

A further unbiassed estimate might be

1 Ys
- Z =, , (3.19)

where the sum > extends over all elements of the sequence s” and v denotes

g
the number of members of s” (i. e. the number of independent selections of
one element until » distinet elements have been selected).

The estimate (3.19) may be identified as a conditional mean value of (3.1)
with respect to (s*, y), where s* is the orderless-sequence sample defined in

Section 1:
LS ¥ v (Yin
v SZ” X; =M (ocil

This means, in view of (1.9), that the conditional mean of (3.19) with respect
to (s, y) also equals (3.7). In addition, it is thereby proved that (3.19) is an
unbiassed estimate.

(s*, y)) ) ‘ (8.20)

Example 3.2. Let us perform a fixed number, say m, of independent selections
of one element always with probabilities «y, ..., xy and consider the well-
known estimate '

y_1Su% (3.21)
m %]
8”
where the sum > extends over the selected sequence s” = (i, ..., i,,). It may
s”

be easily shown that the estimate (3.21) is a conditional mean value of (3.1)
with respect to (s*, y), where s* is again the orderless-sequence sample.

If the sampling is uniform, i. e. ¢y = ... = oy = —117’ then the conditional

mean value of (3.21) with respect to (s, ) is easily seen to be

7 =Mt 690 =5 > ui (.22)

ies o~
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where d is number of distinct elements in the sample and s is the set of the
distinet elements in the sample.

If the probabilities «; are varying we may get ¥ as follows: First let us re-
write ¥ in the form

+ Z B —1) y"_ (3.23)

zes c €S

where £, is the number of times the element ¢ has been selected. The conditional
probabilities of events {k; = kj, i € s} obviously equal

e

constn e MEL S=m. (3.24)

teS

If all elements in s” are distinct then ¥ — Y. If there are m — 1 or m — 2
distinct elements in the sample s”, then (3.24) generates the following con-

ditional distribution of z (k; — 1) o

i€$

_ 1Y _ Y _ m — 1 distinet o
P {Z(k, 1) o (s y)} =cCx,, @€S, [elements (3.25)
{z(k—n% y“+y” (s, y>}=c";“,§’; N
- a.bes m — 2 distinct (3.26)
Y Y 2 elements 7T
z(k_l) =2 (3,?/)=0§

ie$

where ¢ is a constant. From (3.25) and (3.26), after some computations, we
get that

~ 1 Y; | it m — 1 distinct
- Y= m | 4 - o T >l [elements ]’ (3.27)

1 oo
zyz(l +3 Z“a)
¥ _ 1 Yi L i , [m —2 dlstlnct]. (3.28)

m | L o, elements
z€8 Z (1 + 3 Z[xj)

ie

Jes

If there are less then m — 2 distinct elements, then precise evaluation of ¥ be-
comes too complicated. We may use, however, the approximation '

i

.___1_ ?/i + z%yi - Im — r distinct
T m z «;|  Lelements

ie$

(3.29)

which seems to be a good one.
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Example 3.3. Let us consider a double sampling design and denote by s,
and s (s C s;) the subsets of elements selected in the first and second phase,
respectively. Let

A

Y= ZS YW (Sy) (3.30)
be an estimate based on the sample 's,. Now, we may judge the sample s, as
a population with ascertained values y;w;(s,), ¢ ¢s;, and construct a linear
estimate ‘

A ' ‘

Y = 2; Y (1) Wis(8y, 8),
whose weights depend on s;. As the final observation (s, ¥) is, obviously, an
abstract function of (s, s, y), any good estimate Y must not depend on sy,
i. e. we must have

Wi (S1) Win(Sy, 8) = w;(s) , scs; cS. (3.32)

If (3.32) does not hold, the estimate may be improved by the method we have
used in Examples 3.1 and 3.2.

A
It ¥ — MY , where M(.) denotes the mean value with respect to the second
2 2

phase (or stage) of sampling, then
MY — Y2 = M — 7 +MT — ). (3.33)

Example 3.4. The same considerations may be applied to sampling whose
result is given by k interpenetrating samples (s, ..., ). We come to the
conclusion that the “good” estimates must not depend of how many times an
element has been selected, i. e. ist must be a function the set sof elements
contained in at’ least one set sy, ..., s;, and of the observations ascertainéd
thereon.

Now we shall leave this topic, since, as will be shown in the section 4, there
exists an exact theory of fixed-size sampling with varying probabilities with-
out replacement.

Remark 3.1. The method could be formulated as an application of the
well-known Rao-Blackwell theorem on improving estimates by taking their
conditional mean value with respect to a sufficient statistic. In fact, in the
space of all possible observations (s”,#) we mahy consider the system
{P,....,y(-)} of admissible distributions generated by all possible sequences
of values y,, ..., ¥y in such a way that

Poit (8", m) = P(s"), if (s",7) = (s",9),
= 0, otherwise.

Let us note that (%1, --- ¥~) Plays a role of a parameter.

399



4. Rejective sampling

Let us perform n independent draws of one element always with probabilities
%y, ..., 0y and accept or reject all the selected elements if or if not at no two
draws the same elements has been selected, respectively. If the sample is
rejected, let us repeat this procedure until we get an acceptable sample. In
this well-known sampling scheme, we have, obviously,

P(s) = 2 ]_—[ o for any s consisting of n elements , (4.1)

ieS

where

l=[z -[_I[xi]_la

SeVy tes

where V,, denotes the class of all subsets of the population which consist of
n elements. Our point is to show that the sampling design just described is
capable of exact and easy treatment.

First, let us observe that any sample z not containing the element ¢ may be
converted in a sample which does contain the element 7 by omitting any one
of its elements and replacing it by the element ¢. This may be done in » ways
as z contains » elements. If the obtained sample is s, then, by (4.1),

P(z) = ZE P(s),

where k is the element which has been omitted. This means that

1= ZP(s) + > PE ZP 2 P(s) gﬁ —

znon>i 2% knones
1— Zoc —+ no;
» k )
_ 1 _ kes 4.2
>Ps) [1 + = z ock:l Z P(s) -~ (4.2)
823 knonse §3%
where > extends over all samples not containing the element :. Denoting
znon»1
1l —« + ne; .
oc=k2(xk, W) = T, ies, (4.3)
€8

we may rewrite (4.2) in the form

> wi(s) P(s) = 1. (4.4)
The equation (4.4), however, means that w,(s) are weights of the unbiassed
estimate
. 1l — o + nx; 1 —
= z Y o T Z Yi - (4.5)

The estimate (4.5) equals Y identically when y,; are exactly proportional to
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N, i. e. (2.3) is satisfied for z; = «;. Consequently,

numbers «;, 1 =1, ...,
according to (2.11), we have

_ _zz ( _ _z') seioes(1 — Mwgw,) .

ieS Jes

(4.6)

The (¢, §)-estimates of 1 and of Mw,w; we shall seek in the form (2.7) and (2.9)

Let us observe that, in view of (4.1),

Pls — {1} + {k})

P(s) o
P(s — {3, i} + {£, h}) _ X
P(S) - X5 ’

and substitute these results into (2.7) and (2.9). We get:

. 1
Estimate of 1_-1—{-;—:—1 Z x n—l
Icnonss

knones

T D D =

knonsa hnones

(1 — &« + ne)(1 — o + noey) — nooe; — Z x2

= knones .

o n(n — 1) ozoes > BLjes.

1— ) — .
Estimate of Mww; =ww; = ( *+ 'no;)( « + nox;) .
! oo x 5
This gives: '
Estimate of [1 — Mw,w;] =
2
= (I — o 4 no)(1 — o + nexy) 2 knées(xk b (4.7)
n¥(n — 1) n—1 nn—1)" ’

On substituting (4.7) into (4.6) we obtain the following unbiassed estimated

variance:
. 1 — & + nx;) (1 — o 4 na;)
a¥ = 2 —1 zz( _) [ n n -
1€8 Je8
— ok — —,’; z zxﬁ] . (4.8)
knones

ieS

D) Zz ('% y’) pip; = z (% - Z Z—ipi)zp

Now, remembering that for any numbers p,, > p; = 1, the identity

€S jes €8
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holds, we can (4.8) rewrite in the following form:

doas PR 2 a2 R
—_“22

€8

gi _ kes &X;

Xg Zcxk o

kes

(4.9)

( Z?/lc ?

The relative magnitudes of the terms on the right side are 1, 7 (1 — %)

2
and (%) , respectively. If w; = ... =y = 7\17 we get the well-known

formula for simple random sampling.

If we wish to exploit the proportionality of values y, to certain values z;, we
may use the ratio estimate

Sl +zyz
2= fX . (4.10)
1«—a +Zx Z

Alternatively, we may also use the unbiassed ratio-type estimate

v l—o<<y: |, 1w 1 —«

which is a variant of the estimate introduced Goopmax and HARTLEY in the
case of simple random sampling (see [13]). To show the unbiassedness, let
us rewrite (4.11) in the form

Y Zyz 1l —« yz_{_

ies

1 Y; ' 1l —« z;
— > LY — g — L ntl 4.12
+ n le[ i Z s n— 15632_{1'} oc,-] ( )

jes—{i}

Y =

The first two terms on the right side are nothing else but the unbiassed estimate
(4.5) of Y. Consequently, if we show that the conditional mean value of

> e +1*“ x’ (4.13)

jes—{i} 763 (2}

under the condition s » 7 equals X — z;, our proof will be completed. However,
from (4.1) it is easily seen that conditional probabilities of s under the condition
s > i, say P(s|i), equal

Psl)) =2; T] &;, s>,

jes—{%}
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i. e. conditional distribution has the same structure as the nonconditional
one. Now the estimate (4.13) has the same form as the unbiassed estimate
(4.5) except that = is replaced by n — 1, probabilities «,, ..., x, are replaced

&y i1 i1 Gy
T—o, "1, 1 —a, 71—«
omitted from the population. Consequently, the estlma.te (4.13) actually is
an unbiassed estimate of X — z; under the condition s » 1.

The variances of (4.10) and (4.11) are naturally complicated but they
may be estimated in lines with Theorem 2 . 2, since (2.3) is satisfied for z; = ;.

by probabilities

, and the element 7 is

5. Permutation sampling

The rule of including and not-including the element 4 in the sample is the
following: We take a random permutation R, ..., By of numbers 1, ..., N,
all permutations having the same probability, and than include or not include
the element ¢ in the sample if or if not

RiéﬂiN, ":zl,...,.N. (5.1)

If the numbers =, N are not integers, we may replace R; by E; — &,, where
£, are independent random variables distributed uniformly over the interval
(0,1). ' _

It is easily seen that the numbers x; used in (5.1) are directly probabilities
of including the element in the sample. If n; < z;, and the element 7 has been
included in the sample, then, because R; = R; and R; < n,N < n;N, R; may
take on z;V — 1 integers not greater than ;N and N — z;V integers greater

then ;N, each of them with the same probability ¥ i T Consequently,

the probability of including both elements ¢ and j in the sample equals

N — 1
T3 = T4; 7%\2_——1“ 5 [ﬂi g .77:3'] . (5.2)

When we are using the above mentioned random variables &,, the formula
for z;; must be slightly modified.

The permutation sampling is useful for example, in connection with the
ratio estimate
St
a; I

Y — i Sa =X, (5.3)

i3
— z=1

JT;
; i
€8

Practical performation of permutation sampling goes as follows: We decide
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that ;s should by proportional to numbers a; and that the mean sample size
should be %#. Then we compute the number

N
,Z“i
i=1

. _a

N  m’

Now we select elements by simple random sampling element-by-element without

replacement and the element selected as the k-th, say ., we accept or reject if

or if not a; = ky. It is easily seen that, if ¢, = min a¢; and ¢* = max a,,
1=isN 1gisN

the first kt <k, = %“ elements are accepted certainly, and, on the other

*
hand, the sampling is certainly finished when k = k* = %

We may observe that in permutation sampling we need know the a;s only

*
for the first £ < % selected elements and that no sums of a;s are needed.

B. OPTIMUM STRATEGY. CASE I:
THE ASCERTAINED VALUES ARE NON-CORRELATED

The assumption that the ascertained values are (a priori) non-correlated is
of fundamental importance and, as the reader will see in section 8, of rather
wide scope. For previous results see [6].

6. Bayes approach to the optimum strategy

Sampling-estimating strategy is defined by probabilities P(s), s ¢ S, and by
weights w,(s), 7 € s, s ¢ §. The quality of this strategy will be judged, on the
one side, by the mean square error

N
M — F)2 = 3 (5 yanle) — 20" Ple) (6.1)
and, on the other side, by costs which have generally the form

c =sgsc(s, w) P(s) (6.2)
Whei‘e c(s, w), s c S, are costs of ascertaining the values y; on s, and of comput-
ing ¥ with the weights w;(s), ¢ € s; perhaps, in ¢(s, w) may be included costs of

computing estimated sampling error, i. e. estimated square root of (6.1). The
right side of (1.2) is called a cost function.
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Sampling-estimating may be optimum in two senses: it either minimizes
the mean square error (6.1) for given expected total cost (6.2), or conversely,
it minimizes expected total cost (6.2) for given mean square error (6.1). -

The notion of optimum strategy is useless when only one particular sequence
Y1 -+, Yy is considered, because the problem disappears, if we know it, and
has no solution, if we does not know it. This difficulty may be overcome in
various ways. In this paper we shall prefer the Bayes approach. It means we
shall suppose that there is a certain probability distribution in the space of
sequences (¥, ..., ¥y), and our criterion of accuracy will be

EMT — Yy | (6.3)
where E denotes the mean value over the random sequence (¥, ..., ¥y) and
M denotes the mean value over the samples s.

As can be seen from (6.1) M(ﬁ’ — Y)2 is a quadratic form in y;s, so that

EM(IA’ — Y)2 depends only of the mean values, covariances and variances of
Yy, ---» Yy- Consequently, specification of the distribution of ¥, ..., ¥y may
only consist in the determination of the first and second-order moments:

By =i, Vys=dy, Cov(y,y,)=4dy, 4,7=1...,N (6.4)

where V denotes the variance in the (y,, ..., ¥y)-space.
Bayes approach seems to be reasonable on these grounds: (a) In most cases,
we really have some knowledge of conditions producting values wi, ..., ¥,

and we can express them in the form (6.4). (b) Assumptions (6.4), if accepted,
only influence our choice of sampling-estimating strategy and do not influence
the validity of our estimated sampling errors, confidence intervals etc. Sampling
error will be valid for any particular sequence y,, ..., ¥y and consequently,
any mistake in assumptions (6.4) will only cause the sampling errors to be
on the average greater than they would be, if our assumptions were right.

There are, of course, cases, when the sample is selected in such a way that
sampling error cannot be estimated on the basis of ascertained values v, ..., ¥y
only (e. g. in systematic sampling). However, even in these cases, the Bayes
approach is the only way of getting any estimated sampling error at all: We
shall conclude with a few remarks.

Remark 6.1. The first to use the Bayes approach for the solution of sam-
pling strategy was, according to the author’s knowledge, W. G. COCHRAN, in
the pioneering paper [1].

Remark 6.2. As emphasized by R. A. FisHER, any statistical work is a
whole consisting of two aspects: experimental design and statistical procedure.
This applies to probability sampling, too, the two aspects being the sampling
design and the estimation procedure.



Remarks 6.3. Not only in probability sampling but in any statistical work
there is a fundamental distinction between the case where the a priori distribut-
ion is an organic part of the statistical procedure (i. e. influences the validity
of the probability statements), and the case where it only influences the choice
of the experimental design and of the statistical procedure.

‘7. Sufficient conditions for the optimum strategy

We shall restrict ourselves to unbiassed linear estimators, i. e. > w;(s)P(s) =
sCS
=1,2=1,..., N, and to the simple cost function

0 =izlci7ti . (7'1)

(7.1) is based on the assumption that the cost associated with the element
1 equals ¢;, i. e. does not depend on the estimation method and on which other
elements were selected.

Supposing that the y.s are non-correlated and that the estimator ¥ is un-
biassed, let us evaluate (6.3). First, we change the order of the mean-value
operators E and M, and then make use of the assumption that the yis are non-
correlated:

A

EM(Y — ¥)2 = ME(Y — 7)2 = ME( 3 yauy( (6) - Zyz

€S

= M{( ZML (s) — Z;,c + Z di(wi(s) — 1) + 2 di} =

N
= M( 2, pawi(s) — 2, po)? “ﬂé dul 2, (wils) — 1?Ps) + 2 P(3)] (7.2)

where u; = Ey;, d;; = Vy,;, and s ¢ and 7 e s denote that ¢ is not contained
in s. Bearing in mind (1.3) and (1.4) we get

> (wds) — 12 Ps) + > s [Z(w()——l)Ps)] O S R

et snona1i 837 snonsi
834

_ 1 . 1

= A —mr )=~ 1, (7.3)
where the sign of equality holds if, and only if, w,(s) are independent of s,
s 2 4. Independency of w,(s) of s, in connection with (1.3) and (1.4), implies
that

wi(s)zﬁ—, 1es, scflS. (7.4)
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The result just obtained together with (7.2) gives that

N
EM(Y —Y)2 = > 4, (7% — 1) (7.5)
i=1 ¢
N

where the sign of equality holds if and only if, first, > pw,(s) = > u; for any
€S £=1

s such that P(s) > 0, and, second, (7.4) holds, i. e. Visa simple linear estimate:
p-S Y
Y = 2 - (7.6)

Finally let us choose optimum =, ..., #, under the supposition that the
expected total cost is given by (7.1). For brevity, let us denote the right side

of (7.5) by .
D= zdii (ﬂl - 1) . (7.7)

The use of Cauchy’s inequality gives that

N N

oo+ 3l B34 B o

=1
where the sign of equality holds if
d

Ciﬂi=12_z!, 7:=1,...,N,
z

7 = A dc— i=1,..., N, (7.9)

where 1 is a constant by which we may regulate the expected variance or cost
when substituting into (7.7) or (7.1), respectively; of course, 4 must be chosen
so that =, < 1.

N
Since the ;s satisfying (7.9) minimalize the product C[D + > d,,] for
t=1

any 2, (7.9) solves simultaneously both problems: minimization of C for
given D, and of D for given C. The minimum value of C or D for given D or C,
respectively, may be obtained from the equation

| c [D +§dﬁ] = (i Vc_,.d‘,.)z. (7.10)

=1 i=1

Let us summarize our results in a theorem:
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Theorem 7.1. Let us suppose that d;; = 0,% + j, > wy(s) P(s) = 1,0 =1, .., N
sCS

N
and C = > ¢, Then any strategy for which the conditions
i=1
= A d? i=1,..,N, (7.11)
1 .
wi(s)—_—;, tes, scf, (7.12)
N
2 uwi(s) = > u;, Pls) >0, (7.13)
teS =1

are fulfilled, is the optimum one.

The condition (7.11) determines the expected frequency =; of the element
4 in the sample and will be called the condition of optimum allocation. The
condition (7.12) will be called the condition of constancy of weights. The con-
dition (7.13) means that for any sample s which can be really selected. the
sampling error vanishes as soon as y, exactly equal their expected values
Ui v =1, ..., N. We can express this by words that the strategy is represen-
tative with respect to the values y;, ¢ = 1, ..., N. In this way the vague notion
of “representativity”” becomes well-defined.

We can see that the condition (2.9) assumed in the section 2 was nothing
else than the condition of representativity with respect to the values z,
i=1,...,N.

From the course of the proof it is visible that small violations of the above
conditions are immaterial. Most frequently it is the condition (7.12) which is
not exactly fulfilled: the weights are not constant, and, moreover, they are
very often such that the estimate is not unbiassed (e. g. in ratio estimation).
Once we know that the above conditions are sufficient, it is inessential whether
they are approximately fulfilled by an unbiassed or biassed estimate. Another
question would be to choose an optimum solution within the whole class of
linear estimates. However, this problem is too subtle and hardly fruitful.

Sometimes we may decide which of two possible systems of weights w;(s)
and w}(s) is better in the following way: Suppose that the sampling design
considered is such that (7.11) and (7.13) hold, then, according to (7.2),

EMY — 7)2 = M{Sduwi(s) — 1)2 + 5 d,} . (7.14)

i€S inones

If it happens that for any s with P(s) > 0

> da(wi(s) — 1)2 < 3 dy(w](s) — 1), (7.15)

ze$ €S

then, clearly, the weights w (s) are the better of the two.

408



Example 7.1. Let us compare the estimates

A 1 — & + ney

Y, = zyT (7.16)
£ 1 Y: .

Yo=o2 0 (7.17)

under the hypotheses that
dy =2, 0562, (7.18)
and that the sampling is rejective as described in section 4. The estimate

(7.16), as we have seen, is unbiassed, and the estimate (7.17) is biassed. We
cannot, however, a priori say which of them is better. Putting

wfe) = T k) = o, e,
we have
stii[(wi(s) — 1) — (w(s) — 1) = 2, Bai(wy(s) + wi(s) — 2).

* 5-2
c(wi(s) — w;(s)) = 4 Z oy 2 — o — nog)(ne; — o) .
ie8
The last expression, however, is non-positive since it equals the covariance
of values 1'a!"%2 — a — na,) and values no; and since the relation

[na; < nay] = (w0722 — o — moyy) = 02732 — o — maxy)], (7.19)
0<6<2, i,jes
holds. Comsequently, under the hypothesis (7.18), the estimate (7.16) is better
than the estimate (7.17).

Unbiassed estimated mean square error of the estimate (7.17) can be de-
rived in lines of the sections 2 and 4:

—na)(l —a) +n > o2

(1
A 1 : 1 . 2 ;
172(Y2 — Y)2 = m (?o/‘_ — _72_ E Z\) — knones 4+
zyi ?

te$
fo|2SY_d ) (7.20)
" €8 % 2 &g

€8

Now, we shall apply the theorem 7.1 to several typical examples.

Example 7.2. If y; = const, d,; = const, ¢; = const, ¢ = 1, ..., N, then all
the requirements of the theorem 7.1 are fulfilled by simple random sampling

together with the simple linear estimate %Z y:. It ujs, d;;s and c;s are con-
1e8

stant within some parts (étrata) of the population, and when these strata are
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large enough, then the requirements of the optimum strategy are satisfied by
the optimumly allocated sampling together with the simple linear estimate.
If the stratum S, contains N, elements from which we select n, elements, then
for an element 1, belonging to the stratum S, ,we have

n, .
ni=j\i, ielSy. (7.21)
According to (7.11) the n,s must be chosen so that
T dhh
— =2 h=1,...,H, 7.22
N, e’ ( )

where d,, and ¢, are common values of d/s and c;s within the stratum 8,.

. D
However, from (7.22) it is seen that whenever the numbers AN ,,V?"E are 00
h

small, then (7.22) may not be fulfilled by any integers n, with a reasonable
degree of precision. In such situations is stratified sampling ineffective.

Example 7.3. Very often we may suppose that u;s are proportional to known
numbers z;:
= Jz;, i=1,..,N. (7.23)

In such situations the ratio estimates (5.3), (4.10) or (4.11) meet the con-
dition of representativity with respect to (7.23). The condition of constancy
of weights, however, may not be fulfilled. When using the estimate (5.3),
(4.10) or (4.11) we have weights

1 zxi
* §) = — i=1 , X R

wi(s) . (7.24)

ieS i

N
Z:
whH(s) — L& T ; : (1.25)
: ne; zx 1 — o+ nax ’
il nx;

1 1— -
W) = [1+ = ]—{-n—?[X—Zx,-—l—n*o; z-] (7.26)

respectively. The variability of the weights depends on the sampling design
and on the relation between the values x; and x; or ;. Generally, the weights
(7.25) connected with the rejective sampling design described in Section 4 may
be expected to vary least.

The weights (7.24) can be used in connection with the permutatlon sampling
described in Section 5 with 7; satisfying the condition of optimum allocation
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(7.11). If the weights (7.25) are used, in connection with the rejective sampling
described in Section 4, the «,s should be chosen so that the 7;s again satisfy
(7.11). Now from (1.4) and (4.3) it follows that

Zl—-zx—%—n{xip(s)

nex;
1 ze § ¢

— = (7.27)
i z P(s)
whence it is easily seen that -
1+ (n— 1§'§§ax (x; —-(xi)é msb g (n — 1)n::ax(a,. :&5‘(7‘28)
i
Consequently, the equation (7.11) will be nearly fulfilled if simply
o; = A" ?, i=1..,N. (7.29)

If the z;s are not smaller than, say, 0,1, we may use the approximate relation

n
1. e.
*n——l
PP y-1 o (1.31)
"y_l=DN \
N—1n"

It may be of interest to modify the sampling design in order that the weights
(7.24) vary as little as possible. Let us describe such a design for the uniform
(self-weighting) case (7, = ... = my = x). In this case we try to select ele-
ments in such a way that =; = = and that the sum > z; is nearly constant.

€8
Let us suppose that the x;s are integers (which causes no loss of generality)
and consider the cyclical sequence

L2, ..., +... 42y, L2, 0.

Now we associate with the element i the segment of the sequence containing
numbers {z, + ... +2,; +1,..,2, + ... +2;}, 1= 1,..., N. Finally, we
select an integer » with equal probabilities in therange 1 = r = %, 4+ ... + zn,
m(r)
o
m,(r) is the number of integers belonging simultaneously to the both segments
{ry..,r+0—1} and {z, +... 4+, +1,.., 2 +... +z;}. The prob-

and include the element i in the sample with a probability , where
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ability of including an element in the sample is the same for all elements,
namely

w

Z, . Fay

This sampling may be preceeded by any, random or non-random, ordering
of elements.

M = (7.32)

Example 7.4. If the a priori hypothesis is expressed by a regression relation

k
/’L'i:Z:BJx(z'j)_}_ﬂO’ 1= 1)"'=N: (733)

j=1
where 8, 1, - .., B are unknown constants, then the fulfillment of the con-
dition of representativity is not easy. We may use some type of regression
estimates, which are, however, difficult to compute, or, when the regression
is passing through the origin (i. e. S, = 0), some type of ratio estimates. Fi-
nally, we may use the so called acceptance-inspection method. This method
consists in rejecting samples which give a bad result in estimating totals X; of
controlled (concomitant) variables used in the relation (7.31). For example,

we repeat selections of a sample s until we get a sample for which

X, — X,|<¢)DX;, =1, k, (7.34)

where ¢; are properly chosen constants, say ; = 0,5. This method of attaining
to the representativity emphasizes the sampling-design aspect, and this is
right in situations, where we are dealing with extensive and fresh a priori
data and ascertain a number of variables ¥}, ¥;, ..., each of them is related
to variable z{, ..., z{?. The theory of the acceptance-inspection method is
based on the supposition that the random vector (¥, X,,..., X;) has a (k + 1)-
dimensional normal distribution. However, no theoretical argument for this
assumption is at our disposal in this time. Acceptance control is discussed
in the paper [8].

8. Some remarks on the applications

8.1. Uniform sampling. The cost function (7.1) does not reflect the jump
in cost which arises when the sampling is uniform (self-weighting) so that

the simple linear estimates are reduced to arithmetic sums, i. e. ¥ = - z Yi-
i€S
Therefore, an optimum non-uniform sampling-estimating strategy is really

acceptable only if it is better than the uniform sampling connected with the
simple linear estimate or with the simple ratio estimate, etc. This device,
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consisting in dividing the possible strategies into classes within which the
problem has a simple mathematical formulation, is of wide use.

8.2. Subsampling. The flexibility of the previous theory is well-illustrated
by the subsampling problem. Let us suppose that the elements are primary
sampling units consisting of N; secondary units. We wish select in any primary
unit »; secondary units by simple random sampling, where n; is ascertained
from the relation

ni%i;——— i=1,.., M, (8.1)
where 7; is the probability of including the primary unit in the sample and 7 is
the uniform overall probability of including a secondary unit in the sample.

A A
A comparison of EM(Y — Y)2, where Y is given by (2.30), with (7.2) shows
that the effect of subsampling is the same as the effect of increasing the
variances d;; by the second-stage variance of Yo, 1. e. by
N 2 n;

— = 2
where o2 is the expected variance within the element (primary sampling
unit) 4. On the other hand, the costs associated with the element ¢ is decreased
by subsampling by

(N —my) e, (8.3)

where e; is the cost associated with a secondary unit within the element <.

If we insert the changed a priori variances and costs into (7.1) and (7.7),
we get (N = M)

M
o = 2 mle, — (N; — my) e] , (8.4)
M
% IV% n; 1
b= Z [ wk o o (1 - (F)] (;,. - 1) (8.5)

which by means of (8.1) gives

M M
= > @(c; — Nie,) +72 eN,, (8.6)
i=1 i=1
do— Ni? 1 < -
D* — Zl A T + P 21 N;o2 — 21 (ds; — No?). (8.7)

It means that, if d;; — N,07 =0, ¢, — N, = 0, we have

M M
CH[D* + 2, (du — NioY] = (le/dﬁ — Nob)(e: — Need) + V >N, 022 N, )

i=1
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where the sign of equality holds if

M
o N.g2 ZNﬁf M
-gl}}——‘—y;iv"& = Zzﬂi(ci - Niei) and z=1r—_ = At Z Niei s
1 =1
1. e.
/’M’* ‘
d;; — No? ' ileiag
TT; =- )»‘l/—c;—_-_—lvje:- s, T = q 3 . (88)
2 N,
i=1

See also [10], § 4.

8.3. Relative emphasis on the sampling aspect. The conditions stated in the
Theorem 7.1 can be approximately fulfilled in many ways. When choosing a
particular way, we may utilize some information which has not been included
either in the assumptions about the a priori mean values and variances or in
the cost function. A problem of this kind is how to distribute the effort between
the sampling design and the estimation method. On some occasions it is better
to pay attention to the sampling design (e. g. see Example 7.3) and on other
occasions it is better to choose carefully the estimation method.

8.4. Connection between the a priori mean values and the assumption of
non-correlation. The assumption of non-correlation of ascertained values ‘is
the more realistic, the more specific are the a priori mean values. For example,

in a population of areas on which total yields of cereal-crops are ascertained,
we may pub

Mg = (8.9)
or
By = HUZ; (8.10)
or, finally,
us: = btz + ax, (8.11)

where z; is the size of the area and {; is an eye-estimate of the yield per unit
area. The assumption (8.9) means that all influences are understood as random
factors. The correlation of all these factors will cause the correlation of the
values y;. For example, in some regions there is a greater average size of areas
than in other and, therefore, a greater average total yield on there areas. If
we know the sizes z; and take the model (8.10), then this source of correlation
will disappear. In model (8.11), there is excluded a further source of correlation,
namely the correlation of fertility on neighbourhooding areas. When using
this last model we may hope that the yields are a priori approximately non-
correlated. '
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8.5. Sampling designs with maximum entropy. A simple way of avoiding
unfavourable consequences of the possible violation of the hypothesis of the
non-correlation is to choose a sampling designs which distributes the probabil-
ities P(s) as uniformly as possible. This requirement may be formulated in the
form that we wish to maximize the entropy

E = — S P(s)log P(s) . ’ (8.12)

ics

If the probabilities =, see (1.4), are fixed, the sampling which maximizes
(8.12) is the Poisson sampling described in [10]. In fact, any sampling may be
understood as N experiments having two possible outcomes: including or not
including the element ¢ in the sample. When the probability of including the
element ¢ in the sample, namely x,, is given for each of these experiments,
then the entropy will be maximum, as is well-known, if all these experiments
are independent. By the last requirement just the Poisson sampling is defined.

Now we shall show that the rejective sampling (Section 4) with fixed
&y, ---y &y has the greatest entropy in the class of sampling design with the
same 7, ..., wy and with fixed sample size, ». In fact, bearing in mind (1.3) and
using the usual method of Lagrange multiplicators 1,, we get for P(s) and 1,
the following equations

E}%[z P(s)log P(s) —ﬁ—Zl ZP (s)] = — log P(s) — 1 _}_Zl =0, seV,,

i=1 $3 €S

(8.13)
SPe)=m;, i=1,...,N, (8.14)
where V, is the set of all samples with sample size n. Since the function
— x log « is strictly concave, there is a single maximum. If it happens that the
solution is such 0 =< P(s) =< 1, then it clearly coincides with the solution of
the problem restricted to the domain 0 < P(s) < 1, s e V,. Now, it is easily

seen that (8.13) is satisfied by the proba.bilities (4.1) and by

= log &; + = (1 — log Z H ;) - (8.15)

seV, ies

As regards (8.14), it is fulfilled automatically, since we considered just those
7, ..., Ty Which are yielded by the given «y, ..., axy.

C. OPTIMUM STRATEGY. CASE II: THE ASCERTAINED VALUES FORM
A RANDOM SERIES WITH A STATIONARY CONVEX CORRELATION
FUNCTION AND STATIONARY COEFFICIENTS OF VARIATIONS (9—10)

If the population is meaningfully ordered (in time or space), the ascertained
values are very often governed by a convex correlation function. An empirical

415




correlation function of this kind is shown in the Fig. 1, where also the estimated
correlation function is drawn. The data refer to a population of plots where
the area of forest land has been measured.?)
Convex correlation function are so often met with that they deserve a de-
tailed study. This has been undertaken in the paper [1], and in subsequent
Correlation papers [3] a,n.d '[7], where, under the .supposit%on
coefficients of convexity, it is proved that systematic sampling
is superior to simple random sampling, stratified

1,01

046t+066°
0,5+

diéz‘ance
of plots

1,5 20 25 3,0

Fig. 1.

sampling, and several independent systematic samplings. In the present
paper, using quite a different method, we shall derive a general result that
systematic sampling is better than any other sampling design under consi-
deration. Moreover, we shall replace the supposition that Ey; and Vy, are sta-
tionary by a more general supposition that only the coefficients of variation,
VVyi/Eyi, are so. As a solution we shall obtain systematic sampling with
generally unequal probabilities.

9. Preliminaries

Lemma 9.1. Among all integral-valued random variables x possessing & given
mean value & the random variable which takes on only the values [£] and [£] + 1
1s of least variance. Here [£] denotes the greatest integral number not exceeding &.

Proof. Putting a = [£] + 4, we see that

©

Dz = > (k—a)P{x="Fk — (£ —a)?,

ke — o
where

(k—a)?=4%, if k=[] or [{]+1,
>}, otherwise.

This accomplishes our lemma.

1) The Figure 1 is borrowed from the paper [2] with author’s kind permission.

416



Definition. A correlation function RB(i — j), 4,7 =1, ..., N that satisfies
the condition

R(u)_zR(u‘;”)JrR(v)go, 0<uv=<N, (9.1)
is called convex.

Lemma 9.2. Any convex correlation function R( — j), 1,7 =1,..., N, of
of a discrete stationary random process may be expressed in the form

o N+2-1
R(i —7) =zzl wzl [B(2 + 1) — 2R(2) + B(A — D] ¢inudine, (9.2)
1<4,j<N
where

goae=1, if o—1<iZow, (9.3)

=0, otherwise.

and ‘
R(A+1)—2RA) +RA—1)=0. (9.4)

Proof. The inequality (9.4) follows from the assumption (9.1) when putting
u= 141, v =21 — 1. The equation (9.2) is a consequence of the following

identities:
N4i-1

> Goudne=4—[i—jl, ¥ 2> il

=

= 0, otherwise
and

; :.] 1(2 — i —iDIB(A + 1) — 2R(A) + R(A — 1)] =
© A
= 2 > [R(A+1)—2RA) + R(A—1)] =

A=|i55]+1 p=[e27]+1

= liﬂ ) ﬁ [R(A +1) — 2R(A) + R(A — 1)] =
= i [R(u — 1) — R(u)] = R(|i — j|]) = R — 7).

pu=|i—3jl+1

10. An optimum property of systematic sampling

We shall suppose that the random sequence ¥,, ..., ¥y possesses stationary
coefficients of variation and a stationary convex correlation function, i. e.

By = ux;, Vy, = o%?, Cov (y,y,) = @, RG —j),  (10.1)
,5,=1,...,N,

and shall choose a sampling design which
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(a) yields samples of fixed size, n,
(b) gives the following probabilities =; of including the element ¢ in the

sample
neE;

X, + ..o Fxy’

T; =

i=1,..,N (10.2)

(¢) minimizes the expected variance of the estimator

N
Y:%E% ‘X=;xi. (10.3)

Remark 10.1. The correlation function
Re—=1, if ¢=7,
= 0, otherwise,

is convex, and, consequently, the scheme (10.1) incorporates the case of non-
correlated random variables with stationary coefficients of variation as
a particular case. When supposing constant costs, i. e. ¢;=¢, 1 = 1,..., N,
then the condition (10.2) and the estimator (10.3) garantee that the sampling-
estimating strategy, we are choosing, will be optimum for this particular
case. In fact, then (10.2) is equivalent to (7.11) and the estimator (10.3)
implies the fulfilment of (7.12) and (7.13).

Theorem 10.1. The above problem is solved by systematic sampling defined as
follows: The sample consists of those elements © for which the sum z; + ... + ;
at first reaches or exceeds some of the numbers

N

1 n—1
r,r-}—%X,...,r—{— ~ X, (Xzzxi),
where r is a random variable uniformly distributed over the interval 0 < r <
<Llx.
n

Proof. Unbiassedness of the estimator (10.3) for any particular sequence

Y1, -+ Y Justifies the first of the following identities (the remaining ones are
obvious):
A N
EMY — ¥): = EM(Y — Zl,uac — EY — zlﬂxm -

=ME( Zy —MX) — E(Y — pX) =

= (—) azM(ZZRz—;)—E( — uX)2.

1€8 JeS
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Consequently, it suffices to minimize M( >, >, B(¢ — 7). Using (9.2) we obtain

i€$ je8

MSSRG—i) =3 S [RG+ 1) — 2R +RA — DIM(S g,
jeS ies A=1 w=1 7€S

According to (9.4) it suffices to prove that M( > 9i20)? is minimized for each

ieS

4 and o. The definition (9.3) of ¢;,, implies that

Sta= 3 2d) (10.4)

ies i=0—A+
where p, are random variables such that

ps)=1, if s>1,
=0, otherwise. (10.5)

This means that

o w @

M (z Qmw) = Z M(pi(s)] = 2 7, = % z %, .

ieS f=w—-Ai+1 tmw—2A+1 i=w—-A+1
i. e., in accordance with the point (b), the mean value of 2 ¢iro 18 constant
€8
for any considered sampling design. Thus minimizing M( > gire)? is equivalent
€8

to minimizing D( Z Qir0) for given mean va,lue% z x;. As Z Qire 1S an
tes 3

iew~i+1 ies
integral-valued random variable, it suffices, according to lemma 9.1, to show
"o~ 7 <
that gs @70 only takes on values [—X z x,.] and [X Z xi] -+ 1, where

{=w—21+1 i=w-A+1

[£] again denotes the greatest integral number not exceeding &. This may be
done as follows: > ¢;), is the number of members of the set {w — 4 + 1, ..., w}

which have been included in the sample, and this number, according to the
definition of the systematic sampling in Theorem 10.1, equals the number of
integrals k£ = 1, ..., n for which

x1+-~-+Xw—l<r+lﬁ%{—x§m1+---+xw

F@ A F T =) FL<EZ T @ o =)+ 1. (106)

The number of integrals lying in a interval of fixed length I, however, can
only equal [1] or [!] 4+ 1. The proof may be thus completed by observing that

the length of the interval (10.6) equals % z s -

imw—2+1
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Remark 10.2. We have not proved that the sampling design described in
Theorem 6.1 yields the probabilities of including the elements ¢ in the sample
given by (10.2). However, this is well-known (see, for example, [9], § 2).

Remark 10.3.In the most important particular case when both the expected
values Ey, and variances Vy, are stationary, we get the uniform (or self-weight-
ing) systematic sampling. From the point of view of practice, .the case of
stationary coefficients of variations which we have considered is only slightly
more general, since there are only a few examples, where the coefficients of
variations are stationary even though the expected values and variances are
not so. (Let us mention, as an example, the case where y, and z; denote the
present and past city populations, respectively.)

In cases where the coefficients of variations are not stationary, the problem
becomes more complicated, and a question arises whether a solution, common
for all convex correlation function, exists at all. We should minimize the ex-
pression

o N4i=-1

Z Zl [B(Z + 1) — 2R(2) + R(2 — 1)] M( Zl 1201-(8) 0,)

i=1 w= i=w—=A4
where p;(s) are given by (10.5) and C; are the coefficients of variations, ¢ =
=1, ..., N. Moreover, in such cases, the supposition (10.2) and the estimator
(10.3) cannot any longer be considered as “natural” ones and the whole problem
ought to be reformulated.
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Vytah

OPTIMALNI STRATEGIE A JINE PROBLEMY
V PRAVDEPODOBNOSTNIM VYBERU

JAROSLAV HAJEK, Praha
(Doslo dne 4. Gervence 1958)

Price je rozdélena na t¥i &asti:

V &asti A, kterd ma dvodni charakter, jsou nejprve definovany zakladni
pojmy: Mame soubor S skladdajici se z N libovolnych elementti, napt. z &isel
1,2, ..., N. Ze souboru 8 vybereme podmnozinu § tak, e kazdd podmnoZina,
s mé predem znamou pravdépodobnost P(s), Ze pravé ona bude vybrana.
Vybranou podmnozinu nazyvame vybérovym souborem. Necht y,, ..., yy jsou

neznamé hodnoty na elementech 1,..., N a chtéjme odhadnout thrn Y =
N

= > y; pomoci hodnot zjisténych ve Vybérovérh souboru s. Odhad tvaru
t=1

¥ = z ywi(s), kde wy(s) (2 «8, s c 8) jsou libovolné vahy zivisejici nejen na

ialeinasse nazyva linedrnim odhadem. Obecné odhadem rozumime libovolnou

funkei t = (s, y), kde (s, y) je pozorovdni obsahujici informaci o tom, které

elementy byly vybrany a jaké hodnoty y, byly na nich zjistény. V § 2 je od-

vozen jednoduchy tvar stfedni étvercové odchylky M(i’ — Y)2? pro ty linedrni

odhady, jejichZ vahy w,(s) spliiuji pro nékteré zndmé hodnoty z,, ..., 2y rovnici
2 zaw,(8) = z 2y ' : (2.3)
ies i=1

s pravd&podobnosti 1. V § 3 je pfedlozena obecna metoda zlepSovani odhadd,
kterd zavisi na informacich neobsaZenych ve vySe definovaném pozorovani
(s, ¥)- Tato metoda neni ni¢im jinym neZ pouzitim zndmé Rao-Blackwellovy
véty o zlepSovani odhadd tim, Ze vezmeme jejich podminénou stiedni hodnotu
vzhledem k nékteré postatujici statistice. V § 4 je odvozen odhad thrnu, (4.5), a
nestranny odhad jeho rozptylu, (4.9), pro tento zpisob vyb&ru: Provedeme
n nezdvislych taht jednoho elementu vzdy s pravdépodobnostmi «y, ..., &y,
a potom piijmeme & zamitneme viechny vybrané elementy podle toho zda
v kazdych dvou tazich jsme vybrali jiny element & nikoliv. Je-li vysledek vy-
béru zamitnut, opakujeme vybér tak dlouho dokud se nam nepodaii.vybrat.
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viechny elementy rézné. V § 5 je popsan daldi vybér s nestejnymi pravds-
podobnostmi, nazvany permutaénim vybérem.

V &asti B je Yefena optimalni strategie pro pripad, kdy na zjistované hodnoty
y; muZeme hledét jako na realizace nezdvislych ndhodnych velidin se znadmymi
odekédvanymi hodnotami u; a rozptyly d,;. Strategie je pritom uréena pravdé-
podobnostmi P(s) jednotlivych vybérovych soubort a vahami w;(s) vyse
zmingného linearntho odhadu, a jeji optimalita se rozumi vzhledem k nédkla-
dtm, o kterych se predpoklddd, Ze jsou tvaru

N
O = 2 Ciﬂi s (7.1)
i=1

2
kde z; je pravdépodobnost vybrini vybérového souboru s, ktery obsahuje
element :. Jsou odvozeny postadujici podminky (7.11) az (7.13). § 8 je vénovan
problémtm aplikace vysledku. '

V &asti C je YeSena optimdalni strategie pro piipad, kdy se o hodnotéch y;
predpokladd, Ze jsou realisaci ndhodné posloupnosti, kterd ma staciondrni a
konvexni korela¢ni funkei a staciondrni variaéni koeficienty. Je ukazano, Ze
t&chto predpokladi je optimilnim Yefenim systematicky (mechanicky) vybér
s obecné nestejnymi pravdépodobnostmi.

V préci jsou zobecnény vysledky obsaZené v pracich [1], [3], [7], [12] a [13].

Pesome

OIITUMAJIBHAA CTPATEruAd U OPYTUE IIPOBJIEMBbIL
BEPOATHOCTHBIX BBIBOPOK

APOCJIAB T'AER (Jaroslav Hgjek), IIpara
(Toctynuno B pexaknuio 4/VIIT 1958 r.)

PaGora paspmesmserca Ha TpH YacTH.

B gvacrm A, BHOCcAmed BBONHOH XapaKrep, NAIOTCA IPesKIe BCETO OIpeleleHAs
OCHOBHEIX nmoHaTHil: Jaga coBoxymmOCTH S, cocroamas um3 N ameMeHTOB mpo-
U3BOJNBHOM LPWPONE], HAOp. u3 wmcex 1, 2, ..., N. W3 coBoxynHoct S BHIGe-
PeM IIOOMHOKECTBO § TaK, YTO KayKI0e MOIMHOKECTBO § MMeeT 3apaHee M3BeCT-
Hy0 BeposarHOCcTh P(8) TOro, wro Gymer BEHIOpaHO WMEHHO OHO. BriGpamHOE
TIOIMHOKEeCTBO MBI Ha3kIBaeM 6u100pounoil cosoxynnocmeio. 1lyets Yy, ..., Yy —

HEer3BECTHHIE 3HAYCeHUsA Ha JJIeMeHTaX 1, ,N I OYCTh HeJIaTeJIbHO JaTh
N

omeBKy mrora Y = » ¥; IpE HOMOINW 3HAYEHWI, YCTAHOBIEHHHX B BHGO-
i=1
A
pouso#t coBorymHOcTH 8. Omenka Bmga Y = Zy,-w,-(s), rie w;(s) (tes, sc8)
Ze$
C¢yTH IPOM3BOJIbHEIE Beca, 3aBHCAINKE He TOJBKO OT ¢, HO X OT 8, Ha3hIBaeTcsH
Aurelnoll oyenkoli. Boobme mOX 0yenkod MH HOIpasyMeBaeM KaKylo-Izbo
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dyrrouo ¢ = #(s, ¥), rOe (8, y) ecTh HaGNONEHHUe, COXEpIKalee CBEJICHEA O TOM,
KaKpe IMEHHO 5JIEMEHTHI OBIJIM BHIODAHBI M KaKue 3HAYeHWA ¥; ObLIX HA HOX
obmapy:xeHH. B § 2 BRBOAMTCA mpOCTOe BEIpasKeHWe MJIA CPeIHEro KBaJpaTny-

A
sHoro orrmonenua M(Y — Y)? mua TeX NMHEHHBIX OIEHOK, BECA KOTOPHIX wy(s)
YIOBIETBOPAIOT A HEKOTOPHIX M3BECTHHIX 3HAUCHHH 2, ..., 2y YPABHEHUIO

N
Z zw,(8) = Z 2; (2:3)

1e$ t=1

¢ BepositHOCTEIO 1. B § 3 mpennaraercsa o6muil MeToM OJiA yIyUIIEeHUS OLUEHOK,
KOTOpPEHE 3aBHCAT OT CBeJeHWH, He CONep/KAIIUXCA B OIPeNleleHHOM BHIIIe Ha-
omonennn (S, ¥). OTOT METOX — HEYTO WHOE, KaK YCIOJB30BaHWE WM3BECTHOH
Teopemsl Pao-Biskserna 06 yaydmeHnE oOeHOK TeM, 4To 6epercs mX yCIoBHOE
cpelHee 3HaYeHWe IO OTHOIIEHMIO K KaKOH-mu60 [OCTATOYHOM CTATUCTUKE.
B § 4 smBommrcsa omeBKa mrora, (4.5), a TaKKe HecMeIleHHAas OIEHKA ero
nucnepeuw, (4.9), nmus caemyomero cnocoba Bebopru: Ilponssenem n HesaBucH-
MBIX BHOOPOB ONHOTO 3JIeMEHTa ¢ BEPOATHOCTAME COOTBETCTBEHHO &y, ..., Oy,
Iajlee OpEMeM WX OTOPOCEM Bce BHODAHHBIE SJIEMEHTH B 3aBUCHMOCTH OT
TOTrO, MONYYAM-IIA OPH KayKIEX ABYX BEIOOpPAX pa3ImdHEe BIEMEHTH HIIW HeT.
Ecan pesymnsraT BEIOOPKE OTGPOIIEH, IOBTOPSEM BEIOOPKY JO TeX IO, IOKA He
HaM He yHAcTCs BHOpAThH CIJIOINGL pasnmiHble 3ieMeHTH. B § 5 ommceiBaerca
TanlbHelmas BHOOPKA ¢ HeONMHAKOBEIME BePOATHOCTAME, Ha3BaHHASA IepMy-
TANEOHHOA BEIGOPKOH. '

B gacrm B maxomgurca onmTmMalbHEAS CTPATETHA AJA cIydasd, Korja obHapy-
JKeHHEBIe 3HAYEHUA ¥; MOIKHO CUATATH Pealu3anuAMA He3aBHCHMbIX CIYYIalHBIX
BeJWYWE C M3BECTHEIME MATEeMAaTHUYeCKUMHI OKHUJAHUAME 4; W JUCOEDPCHAMH
d;;. IlpmToM crpaTerms ompefensercs BepoATHOCTAME P(s) oTmensHBIX BHIOO-
POYHEIX COBOKYDHOCTEH W BecaMm w;(S) YOOMAHYTOH BEINe IMHEHHOHN ONEHKH,
a ee ONTHMAJILHOCTH OTHOCHTCA K pacxojaM, KOTOpHE, KAK IPerosaraercs,

HIMEIT BHUI N
0 = Z C;7t; (7.1)

£=1
TIe 7; — BEPOATHOCTH BEIGOpPA BHBGOPOYHOH COBOKYIHOCTH S, CONEPIRAIIEi

aiemeHT ¢. BEIBOOATCA HocTaTouHBle ycroBuA (7.11)—(7.13). § 8 moceamaercsa
npo6ireMaM TPEMEHEHHA IOJYYeHHOTO Pe3yibTata.

B wacrm C ompegmensercs ONTEMAaNbHAS CTPATETHs [ cIydyas, KOrfa 3HA-
YeHUA ¥; MOMKHO CUMTATh peanmsanmedl clydaliHOM TOCIEAOBATETHLHOCTH, MMe-
IOMeH CTANUOHADHYIO X BHIOYKAYO (QVHKONI0 KOPPENANVM X CTANWOHAPHEIE
ro3ppunumenTs Bapmanmy. JJoxasaHo, YTO IPH BTEX YCIOBEAX ONTEMAILHEM
pelleEneM SBIAETCA CHCTEMAaTHUeCKad (MeXaHMYecKasd) BHOODKA ¢ HEOXWHA-
KOBEIME, BOOOIIEe T'OBOPs, BEPOATHOCTAMIH.

B paGore o6o6marTcs pe3yabraTsl, cofep:kamuecsa B paborax [1], [3], [7],
[12] = [13].
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