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ON OSCILLATION CRITERIA FOR SELF-ADJOINT LINEAR 
DIFFERENTIAL EQUATION OF THE FOURTH ORDER 
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Summary. The paper presents sufficient conditions on the coefficients of the fourth order 
differential equation (py")" + Qy — 0 for this equation to be oscillatory at a finite or infinite 
singular point. No sign restrictions on the function q are imposed. 
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1. INTRODUCTION 

We consider the self-adjoint linear differential equation of the fourth order 

(1) (p(x) y")" + q(x) y = 0 , 

where p(x) e C2(I), q(x) e C(I), p(x) > 0, x e I = (a, b), - co = a < b ^ x . There 
exists extensive literature dealing with the oscillation properties of the fourth order 
equations. Recall the books [3, 4, 6, 9, 10], the papers [2, 5, 7] and the references 
given there. 

Recently, Muller-Pfeiffer [8] has proved that equation (1) is oscillatory at oo if 
either 

i) Ĵ ° p~1(x) dx = oo and there exists a number x0e R such that 

H° l(x) (x - xoY dx = - co, c e I, 
or 

ii) J^°x2p~1(x)dx = oo and j * q(x) dx = — co. 
Note that these criteria require no sign restrictions on the function q(x). Their 
proof is based on the application of the Courant variation principle to the quadratic 
functional 

(2) l(y; a, b) = J* (p(x) f\x) + q(x) y\x)) dx , 

which corresponds to (l). 
The principal concern of this paper is to generalize these criteria using the concept 

of the principal solution of the linear Hamiltonian system corresponding to (1). 
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The method used offers a unified approach to the study of oscillation properties of 
(1) near a finite or infinite singularity. 

Two points xi9 x2 e I are said to be conjugate relative to (l) if there exists a non-
trivial solution y(x) of this equation for which y (0(xi) = 0 = y(l)(x2), i = 0, 1. 
Equation (l) is said to be oscillatory at b if for every eel there exist xu x2 e (c, b) 
which are conjugate relative to (1). In the opposite case (1) is said to be nonoscillatory 
at b. Oscillation and nonoscillation of (1) at a is defined in a similar manner. 

Self-adjoint equations of even orders are closely related to linear Hamiltonian 
systems (LHS). If y is a solution of (1) then the 2-dimensional vectors u = (y, y'), 
v = ( — (py")', py") are solutions of the LHS 

(3) u' = Au + B{x) v , v' = C{x) u — ATv , 

where ' 

w * - q - --(::,-)• - (n ) -
We shall say that the solution (u, v) of (3) is generated by the solution y of (1). 
Simultaneously with (3) we shall consider the matrix system 

(5) U' = AU + B(x) V, V' = C(x) U - ATV, 

where U, V are 2 x 2 matrices. A self-conjugate solution (Ub, Vb) of (5) (i.e. 
UT(x) Vb(x) = Vj(x) Ub(x)) is said to be principal at b if the matrix Ub(x) is non-
singular in a left neighbourhood of b and lim [{* Ub

i(s) B(s) Uj"l(s) d s ] " 1 = 0. 

Two solutions y{,y2 of (l) are said to be principal at b if the solutions (uu vt), 
(u2, v2) of (3) generated by y l5 y2 form the columns of the principal solution (Ub, Vb) 
of (5). Note that the principal solution at b of (5) exists whenever equation (1) is 
nonoscillatory at b. 

2. STATEMENT OF THE RESULTS 

Theorem. Let yl9 y2 be the principal solutions at b of the equation 

(6) (p{x)y")" = 0. 

If there exist c = (c1,c2)eR2 such that 

lim \l
d q(x) (cx y^x) -P c2 y2(x))2 dx = - GO , del, 

then equation (1) is oscillatory at b. 
To compare the statement of this theorem with the criteria of Muller-Pfeiffer, 

consider the case b = oo. If j j0 p~1(x)dx = oo then yx = 1, y2 = x form the 

principal solutions at oo of (6). Indeed, if U = I J, then 
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^l/-Ҷs)B(-)t!т-I(-)d-]"1= [ Д _ s ^P-Wdsj ' =-

= ( ľ s2 p"'(s)ds | p-Ҷs)ds -

sp-w У^ľ-wÇ^ds. 
Denote 

D(x) = det (JJ lГҶs) B(s) Uт" '(s) ds) = 

^jSs^p-^dsJÎp-Ҷsíds-aЗsp-Чs^ds)2 

lУ(x) = p-\x)ľđ(X-SУp-\s)ás, 

hence 

lim D(x) = lim J* p-\t) J5(/ - s)2 p" '(s) ds df = oo . 
x->oo x->oc 

It follows that 

l imD- 1 (x )JJs 2 p~1(s)ds = lim(D /(x))-1 x 2 p" ! (x ) = 
x - > oc x -> 00 

= Hm(JJ(x - s)2 p-1(s)ds)-i x2 = 0 , 
X-> <X 

similarly 
l imD - 1 (x )J^sp - 1 ( s )ds = 0 , lim D~l(x) $x

dp~l(s)ds = 0 , i.e. 
x -> oo x -> OC 

Hm[J;i/- |(s)B(s)t7T- |(s)ds]-1 = 0 . 
x - > 00 

By the same method one can verify that yx — 1, y2 = x j ^ p~x(s) ds — 
- J*(x - s )p ' 1 ( s )ds if f^ ,p-1(s)ds < oo, jd°° s2 p- !(s) ds = oo and 
yi = ix(s ~ x)p-'(s)ds, y2 = j£(s - x ) sp~ ! ( s )ds if ft s2 p~ *(s) ds < oo form 
the principal solutions at oo of (6). Thus, we see that the criteria i) and ii) take into 
consideration only polynomial solutions of (6). 

Now let us investigate the oscillation properties of (l) near a finite singularity, 
e.g. near the point a = 0. Then similarly as in the case of an infinite singular point 
one can verify that the principal solutions at a = 0 of (6) are of the form 

( y i . y i ) = < 

r(l ,x) if $*0x
2 p~l(x)dx = oo , ( 5 > 0 ; 

( x , f 0 p - 1 ( x ) x 2 d x - f j ( ř - x)p~l(t)dt) if f 0 x 2 p - 1 ( x ) d x < oo 
and Jo p _ 1 ( x ) d s = oo , 

l ( j S ( x - 0 p _ 1 ( 0 ď . j S ( / - * ) / P _ 1 ( / ) d ř ) if J ^ p - ' ( x ) d x < o o 

Using Theorem we can now formulate the corresponding criteria for (l) to be oscil
latory at 0. 
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3. AUXILIARY RESULTS 

In this sectioo we give several auxiliary statements which we shall use in the proof 
of Theorem. The main idea of this proof is described in the following statement. 

Lemma L If there exists a function y e W\(l), supp y <= It = [c, d\ a I such 
thatl(y; c, d) < 0 then there exist at least two points x t , x2 e It which are conjugate 
relative to (1). 

Proof. [8] 
Note that the Sobolev space W\(I) consists of all real-valued functions whose 

generalized derivatives up to order 2 belong to L2(l). 
We shall also need the following statements. 

Lemma 2. Let equation (1) be disconjugate on an interval I0 c / , xu x2eI0, 
dl9 d2 e R. Then there exists a unique solution y(x) of (l) for which y(x1) = du 

y(x2) = d2. 

Proof. [3, Chapter I] 

Lemma 3. Let (U, V) be a self-conjugate soJution of (5) such that the matrix U 
is nonsingular for xel0 c I. Then 

(l/.(x), V,(x)) = (U(x) J« U~l(s) B(s) UT" '(5) ds, V(x). 

.jx
cU-i(s)B(s)UJ^(s)ds + Ur-\x)), cel0, 

is also a soJution of (5) for x el0. 

Proof. [3, Chapter II] 

Lemma 4. Let equation (1) be disconjugate on L If (Ub, Vb) is the principal 
soJution at b of the corresponding LHS, then the matrix Ub(x) is nonsingular on I. 

Proof. [11] 

Lemma 5. Consider the differential equations 

(1) ( p , ( x ) / ) ' + po(x)>' = 0 , 

(8) (Pi(x)W)' + p0(x) « = j(x), 

where Pl(x) > 0, j(x) > 0, x e /0 = [/„ t2], f(x),p0(x)eC(l0). Pi(x) e C\l0). 
If there exists a solution u(x) of (8) for which u(tt) = 0 = u(t2) and u(x) has a zero 
point on the interval (tu t2) then there exists a solution y(x) of (1) having at least 
two zeros on I0. 
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Proof. Let y(x) be any solution of (7) and let u(x) be the solution of (8) from 
Lemma. Multiplication of (8) by y(x) and integration by parts from xt to x2, x,, x2 e 
e[r , , t 2 ] , gives 

fcf(x)y(x)dx = [ P l (x)(u ' (x)y(x) - u(x)/(x)) f t • 

Let j'0(x) be the solution of (7) satisfying the initial conditions y0(?i) = 0, y0(t{) = 1. 
Then y0(x) > 0 in some right deleted neighbourhood of tx. Let ce(f 3, t2) be such 
that u(c) = 0. First, let us consider the case u'(c) = 0. Then \c

u f(x) y0(x) dx = 0, 
hence y0(x) must change its sign on (/j, c) (since f(x) > 0 on I0). If u'(c) + 0, suppose 
that y0(x) > 0 on (ti, t 2 ] . In the case u'(c) < 0 w e have J^/(x) y0(x) dx = pj(c) . 
• ^'(c) y0(c) < 0, a contradiction. If u'(c) > 0, there exists t3e(t\t2] such that 
u(t3) = 0 and u'(t3) = 0. Then j ^ / ( x ) y0(x) dx = p(t3) u'(t3) y0(t3) -
— p(c) u'(c) y0(c) = 0 and we have again contradiction. 

4. PROOF OF THEOREM 

Let j ' j , y2 be principal solutions at b of (6) and let (Uh, Vh) be the principal solu
tion at b of the corresponding LHS generated by yx and v2. Denote h(x) = c, j'j(x) + 
+ c2 j '2(x). The transformation y = h(x) u transforms equation (6) into the equation 

(9) (P(x) «")" + (e(x) «')' = o, 

where P = pb2, 2 = 2[/x(p/V)' + /zph" — pb ' 2 ] , see e.g. [ I ] . Since any solution 
of (6) has at most 3 zeros on 1, there exists del such that h(x) + 0 on lx = (J, b). 
We shall show that the second order equation 

(10) (P(x)w'y + Q(x)w = 0 

is disconjugate on lx. To do it, it suffices to find a solution w0(x) of this equation 
which does not vanish on I,. Let w0 = (y\\h)' if c2 + 0 and w0 — (y2\h)' if c2 = 0 
(then, of course, c± + 0). Then 

w0 = h~\y\h - y\W) = c2h~2(y\y2 - yxy'2) = c2/i~2 det Ub(x) + 0 

in the case c2 + 0 and 

w0 = ~cx\r2 det l/6(x) + 0 if c2 = 0 . 

We shall show that w0 is a solution of (10). Let c2 + 0, then 

< = (yilh)" = h~ly'i - 2h~2h'y\ - fr2y{h" + 2h~3
yih'2 

and 
(Pw'0)' + Qw, = (phyl)' - 2{py\h')' - {ph"yx)' + 2{ph~' h'2 y,) + 

+ 2 ( / r y , - li-2y,h')(h{ph',' + hph" - plť2) = 

= /i>/; + /<W-Í)' - 2y\(ph')' - 2lťpyl - y\{ph")' -
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- y\ph" - 2ph-2h'3
yi + 2h-i(ph')' h'yi + 2ph-lh'h"yi + 

+ 2ph~ih'2
y\ + 2y\(ph')' + 2ph"y\ - 2ph-ly\h'2 -

- 2h-1h'(ph'y yi - 2ph-,h'li'yi + 2ph~2h'3
yi = 

= h(Py'[y - h'Py'[ - yi(Ph")' + y\Ph" = c2(y2(P/;y - >>2p/; -

- yApyl)' + y'ipy'i) = ^ e J K n - VTU„) c, = o, e, = (1, o)T, 

e2 = (0, 1)T, since the solution (Uh, Vb) is self-conjugate. Similarly (Pw'0)
f + Qw0 = 0 

if c2 = 0. Consequently, equation (10) is disconjugate on lt. 
Let rt, t2 G Il9 ft < t2. As equation (6) is disconjugate on Iu there exists a unique 

solution y(x) of this equation for which 

(ii) . ?<'%) = tf'Xu), y«\t2) = o, ( = o,i . 

Let w = (ylli)'. Then w(f,) = 0 = w(t2) and w is a solution of the equation 

(12) (Pw')' + Qw = k, 

k being a real constant. Indeed, the function y//i is a solution of (9), hence w is a solu
tion of (12). If k = 0, then w is a solution of (10) with two zeros on lu which con
tradicts disconjugacy of this equation, hence k -# 0. Suppose that there exists 
*3 e( ' i> l2)sucri t r i a t w(r3) = 0. Then by Lemma 5 there exists a solution of (10) 
having two zeros on /-, a contradiction, hence the function w = (y/h)' does not 
vanish on (tu t2). 

By Lemma 3 the pair of 2-dimensional vectors 

(u, v) = (U„(x) ft Ub~\s) B[s) UT-\s) ds(ft Ur\s) B(s) Uj-\s) ds) c , 

(Vb(x)ftU;\s)B(s)UT-\s)ds - Uj-\x)). 

.(ftUb-\s)B(s)UT
b-

l(s)ds)c) 

is a solution of the LHS corresponding to (6), hence the function z = e\u is a solu
tion of (6). One can easily verify that z(x) satisfies the boundary condition (l 1) 
(with z instead of p). As the boundary value problem (6), (11) has unique solution, 
z(x) = p(x). Further, we have 

ft p(y")2 dx = ft vTBv dx = \\\ (V - Au)T v dx = [uTv}'t] -

- ft (uTATv + u V ) dx = [urvyt] - J{J uT(ATv - ATv) dx = \uTvft = 

= -uT(tx) v(tt) . 

Denote B(x) = Ur\x)B(x) UT"'(x). Then 

«T(t.) Kt.) = - cJ(Sn S dx)"« J* B dx UT(h) (Vb(tt) ft B dx -

~ UT-\tl))(ftBdx)-\c = -cTUb(tl) Vb(tl) c + cT(ft gdx)"' c . 

Now, let x0 e / be arbitrary, let d > 0 be such that x0 + 5 e I and let <p(x) be any 
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function of the class C2 for which <p{i\x0) = 0, <p(0(xi) = A(0(JC1), / = 0, 1, x{ = 
= x0 + S. Denote K = l(cp; x0, xx) + \h(ph")' — h'ph"~\x=xr As 
lim J^ q(x) h2(x) dx = — oo, there exists x2 e I such that Jjx q(x) h2(x) dx < — 2|K| 

whenever x e (x2, b). Moreover, since every solution of (6) has at most 3 zeros on I, 
x2 can be chosen in such a way that h(x) + 0 on [x2, b). Further, according to the 
definition of the principal solution at b of (5) there exists x 3 e ( x 2 , b) such that 
cT[J;2U6-

1(5)B(5)U
T-1(s)ds]-1 c < |K| whenever r e ( x 3 , b ) . 

Define 

0 , for x e ( a , x 0 ) , 
cp(x), for X G [ X 0 , X I ) , 

y(x) = \ h(x) , for x e [x t , x 2 ) , 
y(x), for x e [x2, x3) , 

0 , for x e [x3, b) , 

where y(x) is the solution of (6) satisfying (11) with t{ = x2, t2 = x3. We have 

I(y; a, b) = l(y; x0, x3) = fco (p(cp")2 + qcp1) dx + 

+ flMh")2 + qh2)dx + \x
x\(p(y"Y + ^ 2 )dx = 

= /(cB;x0,xO + [/i>h ' '-h(Ph7]x1 + 

+ J*J qh2 dx + cT(J^ U;\s) B(s) UT- \s) ds)~ > c - cTUb(x2) Vb(x2) c = 

= K + cT(J- U.-^s) B(5) l / J -^s ) ds)-1 c + J£ qh2 dx + J - ̂ 2 dx . 

As the function (y\h) is monotonic on (x2, x3) (since (y\h)' + 0 on (x2, x3)), by the 
second mean value theorem of integral calculus we have J^ q^2 dx = 
= \x

x\ qh2(yjh)2 dx = J|2 qh2 dx, where £ e (x2, x3). Consequently, l(y; x0, x3) = 
= K + cT(J^ U^(s)B(s) UT-1(s)d5)-

1 c + J«t qh2 dx < K + |K| - 2|K| < 0. 
The proof is complete. 

Remark. A natural question to ask is, how to modify the above given proof to 
be applicable to the equation 

(13) (-iy(p(x)/")y"> + q{x)y = 0. 

The main difficulty consists in proving the monotonicity of the function (yjh) on 
(x2 ,x3) in order to justify the use of the second mean value theorem of integral 
calculus. In our Theorem we have proved this monotonicity via disconjugacy of 
equation (10) which implies that every solution of (12) has at most two zeros on 7. 
Following this idea in the higher dimensional case, it is not difficult to prove that 
the (2n — 2) order equation arising from (13) after the transformation y = h(x) u 
is disconjugate on It (i.e. there exists no nontrivial solution of this equation having 
two different different zeros of multiplicity (n — 1) on 7 l9 but this disconjugacy is not 
sufficient for monotonicity of the function (y\h). To prove this monotonicity we 
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need disconjugacy of a linear differential equation introduced by Leighton and 

Nehari. By their definition a linear differential equation of the n-th order is dis-

conjugate on an- interval I u no nontrivial solution of this equation has more than 

(n — 1) zeros on I, every zero counted according to its multiplicity. However, to 

prove this disconjugacy is, in general, more difficult then to prove disconjugacy 

defined by means of conjugate points. Our method works for fourth order equations 

since for the second order equations the disconjugacy in the sense of Nehari coincides 

with the disconjugacy defined by means of conjugate points. 
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Souhrn 

OSCILAČNÍ KRITERIA PRO SAMOADJUNGOVANOU LINEÁRNÍ 
DIFERENCIÁLNÍ ROVNICI ČTVRTÉHO ŘÁDU 

ONDŘEJ DOŠLÝ, JAN OSIČKA 

V práci jsou odvozeny dostatečné podmínky pro koeficienty rovnice IV. řádu (py")" + qy = 0 
zajišťující oscilatoričnost této rovnice v blízkosti konečného nebo nekonečného singulárního 
bodu. Tyto podmínky neobsahují žádná omezení týkající se znaménka funkce q. 
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Peзюмe 

KPИTEPИИ KOЛEБATEЛЬHOCTИ ДЛЯ CAMOCOПPЯЖEHHOГO ЛИHEЙHOГO 
ДИФФEPEHЦИAЛЬHOГO УPABHEHИЯ 4-OГO ПOPЯДKA 

ONDŘEJ DOŠLÝ, JAN OSIČКA 

B paбoтe ycтaнoвлены дocтaтoчныe ycлoвия для кoеффициeнтoв ypaвнeния 4-oгo пopядкa 
ІPЎУ + ЯУ — 0, кoтopыe гapaнтиpyют кoлeбaтeльнocть eгo pешeний в oкpscнocти кoнeчнoй 
или беcкoнeчнoй cингyляpнoй тoчки. Эти ycлoвия нe coдepжaт никaкий oгpaничeний для 
знaкa фyнкции q. 
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662 95 Brno. 

359 


		webmaster@dml.cz
	2012-05-12T18:00:33+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




