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#### Abstract

The existence and uniqueness of solutions to the two point boundary value problem for ordinary linear third order differential equations in the Colombeau algebra are considered.
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## 1 Introduction

For a fixed $j=1,2,3$ we will consider the boundary value problem

$$
\begin{gather*}
\ell(x)(t):=x^{\prime \prime \prime}(t)+p_{1}(t) x^{\prime \prime}(t)+p_{2}(t) x^{\prime}(t)+p_{3}(t) x(t)=q(t)  \tag{1.1}\\
L_{i j}(x)=d_{i}, \quad i=1,2,3 \tag{j}
\end{gather*}
$$

where

$$
\begin{array}{lll}
L_{11}(x)=x(0), & L_{12}(x)=x(T), & L_{13}(x)=x^{\prime}(T) \\
L_{21}(x)=x(0), & L_{22}(x)=x(T), & L_{23}(x)=x^{\prime}(0) \\
L_{31}(x)=x(0), & L_{12}(x)=x^{\prime}(0), & L_{13}(x)=x^{\prime \prime}(T)
\end{array}
$$

and $0<T<\infty$.

We assume that $p_{i}, i=1,2,3$, and $q$ are elements of the Colombeau algebra $\mathcal{G}(\mathbb{R})$ of generalized functions, $d_{i}, i=1,2,3$, are elements of the Colombeau algebra $\mathbb{\mathbb { R }}$ of generalized real numbers, $x(0), x(T), x^{\prime}(0), x^{\prime}(T), x^{\prime \prime}(0), x^{\prime \prime}(T)$ are understood as the values of the generalized functions $x, x^{\prime}$ and $x^{\prime \prime}$ at the points 0 and $T$, respectively. The elements $p_{i}, d_{i}$ and $q$ are given. The multiplication, the differentiation, the sum and the equality are meant in the Colombeau algebra sense. We prove theorems on the existence and uniqueness of solutions of the problems (1.1), ((1.2 $)$. In certain cases they generalize some of the results given in [1], [7] and [8].

## 2 Notation

Here we recall some basic definitions which are needed later on. For more details concerning generalized functions and generalized real numbers as well as for the proofs of the assertions mentioned in this section, see [2].

Let $\mathcal{D}(\mathbb{R})$ be the set of all $C^{\infty}$ functions $\mathbb{R} \rightarrow \mathbb{R}$ with a compact support. For $q \in \mathbb{N}$, we denote by $\mathcal{A}_{q}$ the set of all functions $\varphi \in \mathcal{D}(\mathbb{R})$ with the following properties:

$$
\int_{-\infty}^{\infty} \varphi(t) \mathrm{d} t=1, \quad \int_{-\infty}^{\infty} t^{k} \varphi(t) \mathrm{d} t=0, \quad k=1,2, \ldots, q
$$

Furthermore, $\mathcal{E}[\mathbb{R}]$ is the set of all functions $R: \mathcal{A}_{1} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $R(\varphi,.) \in$ $C^{\infty}$ for every $\varphi \in \mathcal{A}_{1}$.

For $R \in \mathcal{E}[\mathbb{R}], \varphi \in \mathcal{A}_{1}, t \in \mathbb{R}$ and $k \in \mathbb{N} \cup\{0\}$, we define

$$
D_{k} R(\varphi, t)=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} R(\varphi, t)
$$

(In particular, $D_{0} R(\varphi, t)=R(\varphi, t)$.) Furthermore, if $\varphi \in \mathcal{D}(\mathbb{R})$ and $\varepsilon>0$, then $\varphi_{\varepsilon} \in \mathcal{D}(\mathbb{R})$ is defined by

$$
\varphi_{\varepsilon}(t)=\frac{1}{\varepsilon} \varphi\left(\frac{t}{\varepsilon}\right), \quad t \in \mathbb{R}
$$

$R \in \mathcal{E}(\mathbb{R})$ is said to be moderate, if for every compact subset $K$ of $\mathbb{R}$ and every $k \in \mathbb{N} \cup\{0\}$ there is $N \in \mathbb{N}$ with the following property: for every $\varphi \in \mathcal{A}_{N}$ there are $C>0$ and $\varepsilon_{0}>0$ such that

$$
\sup _{t \in K}\left|D_{k} R\left(\varphi_{\varepsilon}, t\right)\right| \leq C \varepsilon^{-N} \quad \text { for all } \varepsilon \in\left(0, \varepsilon_{0}\right)
$$

The set of all moderate elements of $\mathcal{E}[\mathbb{R}]$ is denoted by $\mathcal{E}_{M}[\mathbb{R}]$.
By $\Gamma$ we denote the set of functions $\alpha: \mathbb{N} \rightarrow \mathbb{R}^{+}$which are increasing and such that $\lim _{q \rightarrow \infty} \alpha(q)=\infty$. Furthermore, we define an ideal $\mathcal{N}[\mathbb{R}]$ in $\mathcal{E}_{M}[\mathbb{R}]$ as follows: $R \in \mathcal{N}[\mathbb{R}]$ if for every compact subset $K$ of $\mathbb{R}$ and every $k \in \mathbb{N} \cup\{0\}$ there are $N \in \mathbb{N}$ and $\alpha \in \Gamma$ with the property: for every $q \geq N$ and $\varphi \in \mathcal{A}_{q}$ there are $C>0$ and $\varepsilon_{0}>0$ such that

$$
\sup _{t \in K}\left|D_{k} R\left(\varphi_{\varepsilon}, t\right)\right| \leq C \varepsilon^{\alpha(q)-N} \quad \text { if } \varepsilon \in\left(0, \varepsilon_{0}\right)
$$

The algebra $\mathcal{G}(\mathbb{R})$ (the Colombeau algebra) is defined as the quotient algebra of $\mathcal{E}_{M}[\mathbb{R}]$ with respect to $\mathcal{N}[\mathbb{R}]$, i.e.

$$
\mathcal{G}(\mathbb{R})=\frac{\mathcal{E}_{M}[\mathbb{R}]}{\mathcal{N}[\mathbb{R}]}
$$

Its elements are called generalized functions. For $R \in \mathcal{E}_{M}[\mathbb{R}]$, the corresponding class $G \in \mathcal{G}(\mathbb{R})$ (i.e. $G=R+\mathcal{N}[\mathbb{R}]$ ) is denoted by $[R]$. Vice versa, if $G \in \mathcal{G}(\mathbb{R})$, then its representative in $\mathcal{E}_{M}[\mathbb{R}]$ is usually denoted by $R_{G}$. If $G_{1}=\left[R_{G_{1}}\right] \in \mathcal{G}(\mathbb{R})$ and $G_{2}=\left[R_{G_{2}}\right] \in \mathcal{G}(\mathbb{R})$, then we define $G_{1} G_{2}:=\left[R_{G_{1}} R_{G_{2}}\right]$ (This definition does not depend on the choice of $R_{1}$ and $R_{2}$.)
$\mathcal{E}_{0}$ is the set of the functions mapping $\mathcal{A}_{1}$ into $\mathbb{R}$ and $\mathcal{E}_{M}$ is the set of all moderate elements of $\mathcal{E}_{0}$, i.e.

$$
\begin{aligned}
& \mathcal{E}_{M}=\left\{R \in \mathcal{E}_{0}: \text { there is } N \in \mathbb{N} \text { such that for every } \varphi \in \mathcal{A}_{N}\right. \text { there are } \\
& \left.\qquad C>0, \eta_{0}>0 \text { such that }\left|R\left(\varphi_{\varepsilon}\right)\right| \leq C \varepsilon^{-N} \text { for } \varepsilon \in\left(0, \eta_{0}\right)\right\} .
\end{aligned}
$$

The ideal $\mathcal{N}$ of $\mathcal{E}_{M}$ is defined by
$\mathcal{N}=\left\{R \in \mathcal{E}_{0}\right.$ : there are $N \in \mathbb{N}, \alpha \in \Gamma$ such that for any $q \geq N, \varphi \in \mathcal{A}_{q}$ there are $C>0, \eta_{0}>0$ such that $\left|R\left(\varphi_{\varepsilon}\right)\right| \leq C \varepsilon^{\alpha(q)-N}$ for $\left.\varepsilon \in\left(0, \eta_{0}\right)\right\}$.
and

$$
\overline{\mathbb{R}}=\frac{\mathcal{E}_{M}}{\mathcal{N}}
$$

It is known that $\overline{\mathbb{R}}$ is an algebra, while it is not a field. The elements of $\overline{\mathbb{R}}$ are called generalized real numbers.

If $R \in \mathcal{E}_{M}[\mathbb{R}]$ and $G=[R] \in \mathcal{G}(\mathbb{R})$, then for any $t \in \mathbb{R}$ the map $Y: \varphi \rightarrow$ $R(\varphi, t) \in \mathbb{R}$ is defined on $\mathcal{A}_{1}$ and belongs to $\mathcal{E}_{M}$. Furthermore, $Y$ depends only on $G$ and $t$ and we denote it by $G(t)$. We say that $G(t)$ is the value of the generalized function $G$ at the point $t . G \in \mathcal{G}(\mathbb{R})$ is said to be a constant generalized function on $\mathbb{R}$ if it admits a representative $R(\varphi, t)$ which does not depend on $t$. With any $Z \in \overline{\mathbb{R}}$ we associate a constant generalized function $Z \in \mathcal{G}(\mathbb{R})$ which admits $R_{Z}(\varphi, t) \equiv Z(\varphi)$ as its representative.

Throughout the paper $[0, T]$ stands for the compact interval $0 \leq t \leq T$. For a given matrix $M$ with elements from $\overline{\mathbb{R}}$, its transpose is denoted by $M^{\mathcal{T}}$. Finally, for $x \in C^{\infty}(\mathbb{R})$ and $n \in\{0,1,2,3\}$ we put

$$
\left\|D_{n} x\right\|_{K}=\max _{t \in K}\left|D_{n} x(t)\right| \quad \text { and } \quad\|x\|_{K, n}=\sum_{i=0}^{n}\left\|D_{i} x\right\|_{K}
$$

We say that $x \in \mathcal{G}(\mathbb{R})$ is a solution of the equation (1.1) if there is $\eta \in \mathcal{N}[\mathbb{R}]$ such that for any representative $R_{x}$ of $x$ the relations

$$
\begin{equation*}
\ell_{\varphi}\left(R_{x}\right)(t)-R_{q}(\varphi, t)=\eta(\varphi, t) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
\ell_{\varphi}\left(R_{x}\right)(t):= & D_{3} R_{x}(\varphi, t)+R_{p_{1}}(\varphi, t) D_{2} R_{x}(\varphi, t)+R_{p_{2}}(\varphi, t) D_{1} R_{x}(\varphi, t) \\
& +R_{p_{3}}(\varphi, t) R_{x}(\varphi, t) \tag{2.2}
\end{align*}
$$

are satisfied for all $\varphi \in \mathcal{A}_{1}$ and $t \in \mathbb{R}$.

## 3 Main results

In this section we will formulate several theorems on the existence and uniqueness of the solutions to the problems $(1.1),\left(1.2_{j}\right)$ To this aim we will need the following hypotheses:
Hypothesis ( $\mathbf{H}_{\mathbf{0}}$ ) For every compact subset $K$ of $\mathbb{R}$ containing 0 there is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ there are $C>0$ and $\varepsilon_{0}>0$ such that

$$
\sup _{t \in K}\left|\int_{0}^{t}\right| R_{p_{i}}\left(\varphi_{\varepsilon}, s\right)|\mathrm{d} s| \leq C \quad \text { for } \varepsilon \in\left(0, \varepsilon_{0}\right) \text { and } i=1,2,3 .
$$

Hypothesis $\left(\mathbf{H}_{\mathbf{j}}\right)$ There is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ there exist $\varepsilon_{0}$ and $\gamma>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$ the condition

$$
a_{j} I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right) \leq 1-\gamma
$$

is satisfied with

$$
\begin{equation*}
I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)=\int_{0}^{T}\left(\left|R_{p_{1}}\left(\varphi_{\varepsilon}, t\right)\right|+\left|R_{p_{2}}\left(\varphi_{\varepsilon}, t\right)\right|+\left|R_{p_{3}}\left(\varphi_{\varepsilon}, t\right)\right|\right) \mathrm{d} t \tag{3.1}
\end{equation*}
$$

and

$$
a_{j}= \begin{cases}\frac{T^{2}}{4}(5 \sqrt{5}-11)+\frac{T}{4}+1 & \text { if } j=1 \text { or } j=2  \tag{3.2}\\ \frac{T^{2}}{2}+T+1 & \text { if } j=3\end{cases}
$$

Hypothesis $\left(\mathbf{G}_{\mathbf{j}}\right)$ There is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ there exist $\varepsilon_{0}$ and $\gamma>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$ the condition

$$
b_{j} J_{j \varepsilon} \leq 1-\gamma
$$

is satisfied with

$$
J_{j \varepsilon}=\int_{0}^{T}\left|R_{p_{j}}\left(\varphi_{\varepsilon}, t\right)\right| \mathrm{d} t \quad \text { and } \quad b_{j}=\left\{\begin{array}{cl}
1 & \text { if } j=1  \tag{j}\\
\frac{T}{4} & \text { if } j=2 \\
\frac{T^{2}}{4}(5 \sqrt{5}-11) & \text { if } j=3
\end{array}\right.
$$

We will also deal with the associated homogeneous problems

$$
\begin{equation*}
\ell(x)(t)=0, \quad L_{j i}(x)=0, \quad i=1,2,3 \tag{j}
\end{equation*}
$$

Theorem 3.1 Let $j \in\{1,2,3\}$. Assume that $\left(\mathrm{H}_{0}\right)$ is true and that $x=0$ is the only solution of $\left(3.4_{j}\right)$. Then the problem (1.1), ( $1.2_{j}$ ) has a unique solution in $\mathcal{G}(\mathbb{R})$ for any $q \in \mathcal{G}(\mathbb{R})$ and any $\left(d_{1}, d_{2}, d_{3}\right)^{\mathcal{T}} \in \overline{\mathbb{R}}^{3}$.

Remark 3.2 The generalized function $R_{\delta}(\varphi, t)=\varphi(t), \varphi \in \mathcal{A}_{1}$, satisfies $\left(\mathrm{H}_{0}\right)$.

Remark 3.3 Under the assumption ( $\mathrm{H}_{0}$ ), the initial value problem (1.1), $x\left(t_{0}\right)=r_{0}, x^{\prime}\left(t_{0}\right)=r_{1}, x^{\prime \prime}\left(t_{0}\right)=r_{2}$, has for every $t_{0} \in \mathbb{R}, q \in \mathcal{G}(\mathbb{R})$ and $r=\left(r_{0}, r_{1}, r_{2}\right)^{\mathcal{T}} \in \overline{\mathbb{R}}^{3}$ a unique solution $y \in \mathcal{G}(\mathbb{R})$. Moreover, it can be expressed in the form

$$
\begin{equation*}
x=c_{0} \psi_{0}+c_{1} \psi_{1}+c_{2} \psi_{2}+Q \tag{3.5}
\end{equation*}
$$

where for $i \in\{0,1,2\}, \psi_{i}$ is a solution of the initial value problem

$$
\begin{equation*}
\ell\left(\psi_{i}\right)(t)=0, \quad \psi_{i}^{(i)}\left(t_{0}\right)=1, \quad \psi_{i}^{(k)}\left(t_{0}\right)=0, \quad k \in\{0,1,2\} \backslash\{i\} \tag{3.6}
\end{equation*}
$$

$Q$ is a particular solution of the equation (1.1) and $c_{0}, c_{1}$ and $c_{2} \in \overline{\mathbb{R}}$. Moreover, $x$ is the class of solutions $R_{x}$ of the problems

$$
\begin{aligned}
\ell_{\varphi}\left(R_{x}\right)(t) & =R_{q}(\varphi, t), \quad \varphi \in \mathcal{A}_{1} \\
R_{x}\left(\varphi, t_{0}\right) & =R_{r_{0}}(\varphi), D_{1} R_{x}\left(\varphi, t_{0}\right)=R_{r_{1}}(\varphi), D_{2} R_{x}\left(\varphi, t_{0}\right)=R_{r_{2}}(\varphi), \varphi \in \mathcal{A}_{1}
\end{aligned}
$$

where $\ell_{\varphi}(x)(t)$ is defined by (2.2). For the proofs, see [11, Theorem 3.3].
Theorem 3.4 Let the assumptions of Theorem 3.1 be satisfied and let $q \in \mathcal{G}(\mathbb{R})$ and $d_{i} \in \overline{\mathbb{R}}, i=1,2,3$. Then the problem

$$
\begin{equation*}
\ell_{\varphi_{\varepsilon}}(z)(t)=R_{q}\left(\varphi_{\varepsilon}, t\right), \quad L_{j i}(z)=R_{d_{i}}\left(\varphi_{\varepsilon}\right), \quad i=1,2,3, \varphi \in \mathcal{A}_{N} \tag{3.7}
\end{equation*}
$$

has for any $N \in \mathbb{N}$ sufficiently large and any $\varepsilon>0$ sufficiently small exactly one solution $z=z_{\varphi_{\varepsilon}}$. If, in addition, we define $z_{\varphi}(t) \equiv 0$ on $\mathbb{R}$ for the remaining $\varphi \in \mathcal{A}_{1}$ and

$$
R(\varphi, t)=z_{\varphi}(t) \quad \text { for }(\varphi, t) \in \mathcal{A}_{1} \times \mathbb{R}
$$

then $R \in \mathcal{E}_{M}[\mathbb{R}]$ and $x=[R]$ is a solution of the problem (1.1), (1.2 $)_{j}$.
Theorem 3.5 Let $j \in\{1,2,3\}$ and let $\left(\mathrm{H}_{0}\right)$ and $\left(\mathrm{H}_{j}\right)$ be satisfied. Then the problem $\left(3.4_{j}\right)$ has in $\mathcal{G}(\mathbb{R})$ only the trivial solution $x=0$.

Theorem 3.6 Let $j \in\{1,2,3\}$ and let $\left(\mathrm{H}_{0}\right)$ and $\left(\mathrm{G}_{j}\right)$ be satisfied. Then the problem

$$
\begin{equation*}
x^{\prime \prime \prime}(t)+p_{j}(t) x^{(3-j)}(t)=0, \quad x(0)=x(T)=x^{\prime}(T)=0 \tag{j}
\end{equation*}
$$

has in $\mathcal{G}(\mathbb{R})$ only the trivial solution $x=0$.

## Remark 3.7 If

$$
b_{3}=\frac{T^{2}}{4}(5 \sqrt{5}-11)<1, \quad R_{p_{3}}(\varphi, t)=\frac{b_{3} \varphi(t)}{\int_{-\infty}^{\infty}|\varphi(t)| \mathrm{d} t}, \quad \varphi \in \mathcal{A}_{1}, t \in \mathbb{R}
$$

and $p_{3}=\left[R_{p_{3}}\right]$, then $p_{3}$ verifies the assumptions of Theorem 3.6 for $j=3$.
Theorem 3.8 Let $\left(\mathrm{H}_{0}\right)$ be true. Furthermore, assume that $p_{3}$ admits a representative $R_{p_{3}}$ with the following property: there is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ there exist $\varepsilon_{0}>0$ such that

$$
R_{p_{3}}\left(\varphi_{\varepsilon}, t\right) \geq 0 \quad \text { for all } t \in[0, T] \text { and } \varepsilon \in\left(0, \varepsilon_{0}\right)
$$

Then the problem (3.83) has only the trivial solution in $\mathcal{G}(\mathbb{R})$.

## 4 Proofs

## Proof of Thorem 3.1

Let $t_{0} \in \mathbb{R}$, let $Q$ be an arbitrary particular solution of (1.1) and let $\psi_{i}$, $i=0,1,2$, be solutions of (3.6). Using [11, Theorem 3.3] (see Remark 3.3) and inserting (3.5) into (1.2j), we get that $x \in \mathcal{G}(\mathbb{R})$ is a solution to (1.1), (1.2 $)$ if and only if $x$ is given by (3.5), where $c=\left(c_{1}, c_{2}, c_{3}\right)^{\mathcal{T}} \in \overline{\mathbb{R}}^{3}$ satisfies the following system of linear algebraic equations in $\overline{\mathbb{R}}$

$$
\begin{equation*}
H_{(j)} c=b, \tag{4.1}
\end{equation*}
$$

where

$$
H_{(j)}=\left(L_{j i}\left(\psi_{r-1}^{(i-1)}\right)\right)_{\substack{i=1,2,3 \\ r=1,2,3}}, \quad b=\left(b_{1}, b_{2}, b_{3}\right)^{\mathcal{T}}, \quad b_{i}=d_{i}-L_{j i}(Q), \quad i=1,2,3
$$

Similarly, $y \in \mathcal{G}(\mathbb{R})$ is a solution to $\left(3.4_{j}\right)$ if and only if $y=\psi_{1} \bar{c}_{1}+\psi_{2} \bar{c}_{2}+\psi_{3} \bar{c}_{3}$, where $\bar{c}=\left(\bar{c}_{1}, \bar{c}_{2}, \bar{c}_{3}\right)^{\mathcal{T}} \in \overline{\mathbb{R}}^{3}$ satisfies the corresponding homogeneous system

$$
\begin{equation*}
H_{(j)} \bar{c}=0 \tag{4.2}
\end{equation*}
$$

Under our assumptions (4.2) has only the trivial solution. Furthermore, by [12, Theorem 3.1], (4.1) has a unique solution for any $b \in \overline{\mathbb{R}}^{3}$ and this completes the proof of Theorem 3.1.

Remark 4.1 Notice that under the assumptions of Theorem 3.1, $\operatorname{det}\left(H_{(j)}\right)$ is invertible element of $\overline{\mathbb{R}}$ (see [13, Corollary of Theorem 51]).

## Proof of Theorem 3.4

Let $t_{0} \in \mathbb{R}$, and let $R_{\psi_{i}}\left(\varphi_{\varepsilon}, t\right), i=0,1,2$, be solutions of the family of initial value problems for ordinary differential equations

$$
\ell_{\varphi_{\varepsilon}}\left(R_{\psi_{i}}\right)=0, \quad R_{\psi_{i-1}^{(r-1)}}\left(\varphi_{\varepsilon}, t_{0}\right)=\left\{\begin{array}{l}
1 \text { if } r=i,  \tag{4.3}\\
0 \text { if } r \neq i,
\end{array} \quad \varphi \in \mathcal{A}_{1}, \varepsilon>0\right.
$$

Then, every solution $z_{\varphi_{\varepsilon}}$ of (3.7) can be expressed in the form

$$
\begin{equation*}
z_{\varphi_{\varepsilon}}(t)=c_{1}\left(\varphi_{\varepsilon}\right) R_{\psi_{0}}\left(\varphi_{\varepsilon}, t\right)+c_{2}\left(\varphi_{\varepsilon}\right) R_{\psi_{1}}\left(\varphi_{\varepsilon}, t\right)+c_{3}\left(\varphi_{\varepsilon}\right) R_{\psi_{2}}\left(\varphi_{\varepsilon}, t\right)+Q\left(\varphi_{\varepsilon}, t\right) \tag{4.4}
\end{equation*}
$$

with $c_{i}\left(\varphi_{\varepsilon}\right) \in \mathbb{R}$ for $i=1,2,3$,

$$
\begin{align*}
Q\left(\varphi_{\varepsilon}, t\right) & =\int_{t_{0}}^{t} W^{-1}\left(\varphi_{\varepsilon}, s\right) U(t, s) R_{q}\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s  \tag{4.5}\\
U(t, s) & =R_{\psi_{0}}\left(\varphi_{\varepsilon}, t\right) D_{31}(s)+R_{\psi_{1}}\left(\varphi_{\varepsilon}, t\right) D_{32}(s)+R_{\psi_{2}}\left(\varphi_{\varepsilon}, t\right) D_{33}(s) \\
W\left(\varphi_{\varepsilon}, t\right) & =\exp \left(-\int_{t_{0}}^{t} R_{p_{1}}\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s\right) \tag{4.6}
\end{align*}
$$

and

$$
\begin{align*}
& D_{31}(s)=R_{\psi_{1}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{2}^{\prime}}\left(\varphi_{\varepsilon}, s\right)-R_{\psi_{1}^{\prime}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{2}}\left(\varphi_{\varepsilon}, s\right), \\
& D_{32}(s)=R_{\psi_{0}^{\prime}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{2}}\left(\varphi_{\varepsilon}, s\right)-R_{\psi_{0}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{2}^{\prime}}\left(\varphi_{\varepsilon}, s\right),  \tag{4.7}\\
& D_{33}(s)=R_{\psi_{0}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{1}^{\prime}}\left(\varphi_{\varepsilon}, s\right)-R_{\psi_{0}^{\prime}}\left(\varphi_{\varepsilon}, s\right) R_{\psi_{1}}\left(\varphi_{\varepsilon}, s\right),
\end{align*}
$$

Inserting (4.4) into the boundary conditions in (3.7) we obtain that $z_{\varphi_{\varepsilon}}$ will verify (3.7) for a given $\varphi \in \mathcal{A}_{1}$ and $\varepsilon>0$ if and only if

$$
\begin{equation*}
A_{(j)}\left(\varphi_{\varepsilon}\right) c\left(\varphi_{\varepsilon}\right)=b_{(j)}\left(\varphi_{\varepsilon}\right) \tag{4.8}
\end{equation*}
$$

is true, where

$$
A_{(j)}\left(\varphi_{\varepsilon}\right)=\left(L_{j i}\left(R_{\psi_{r-1}}\left(\varphi_{\varepsilon}, t\right)\right)_{\substack{i=1,2,3 \\ r=1,2,3}}^{\substack{ }}\right.
$$

and

$$
b_{(j)}\left(\varphi_{\varepsilon}\right)=\left(R_{d_{j i}}\left(\varphi_{\varepsilon}\right)-L_{j i}\left(Q\left(\varphi_{\varepsilon}, t\right)\right)\right)_{i=1}^{i=3} .
$$

Now, since we assume that $\left(3.4_{j}\right)$ has only the trivial solution, it follows that $\operatorname{det} H_{(j)}$ is an invertible element of $\overline{\mathbb{R}}$. From this we can deduce that there is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ there are $C>0$ and $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\left|\operatorname{det} A_{(j)}\left(\varphi_{\varepsilon}\right)\right| \geq C \varepsilon^{N}, \quad \text { for all } \varepsilon \in\left(0, \varepsilon_{0}\right) \tag{4.9}
\end{equation*}
$$

This means that for $\varphi \in \mathcal{A}_{q}, q \geq N$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$ the problem (3.7) has exactly one solution $z_{\varphi_{\varepsilon}}$ which is given by (4.4), where

$$
\begin{equation*}
c_{i}\left(\varphi_{\varepsilon}\right)=\left(\operatorname{det} A_{(j)}\left(\varphi_{\varepsilon}\right)\right)^{-1} \operatorname{det} A_{(j), i}\left(\varphi_{\varepsilon}\right), \quad i=1,2,3 \tag{4.10}
\end{equation*}
$$

and $A_{(j), i}\left(\varphi_{\varepsilon}\right)$ denotes the matrix obtained from $A_{(j)}\left(\varphi_{\varepsilon}\right)$ by replacing its $i$-th column by $b_{(j)}\left(\varphi_{\varepsilon}\right)$. Now, if we extend the definition of $c_{i}$ on the whole $\mathcal{A}_{1}$ by setting $c_{i}(\varphi)=0$ in the cases that $\operatorname{det} A_{(j)}(\varphi)=0$, we get $c_{i} \in \mathcal{E}_{M}[\mathbb{R}], i=1,2,3$. Similarly, for $\varphi \in \mathcal{A}_{1}$ such that $\operatorname{det} A_{(j)}(\varphi)=0$ put $z_{\varphi}(t) \equiv 0$ on $\mathbb{R}$. It is known (cf. [11]), that

$$
R_{\psi_{r}}(\varphi, t) \in \mathcal{E}_{M}[\mathbb{R}] \quad \text { for } r=0,1,2
$$

Now, define

$$
R(\varphi, t):=z_{\varphi}(t) \quad \text { for }(\varphi, t) \in \mathcal{A}_{1} \times \mathbb{R}
$$

Then $R \in \mathcal{E}_{M}[\mathbb{R}]$ whefrom the proof of Theorem 3.4 already follows.
In the proof of Theorem 3.5 we will make use of the Green functions $G_{j}(t, s)$, $j=1,2,3$, of the boundary value problems

$$
x^{\prime \prime \prime}=0, \quad L_{j 1}(x)=L_{j 2}(x)=L_{j 3}(x)=0,
$$

which are respectively defined by the following presciptions:

$$
\begin{align*}
& G_{1}(t, s)= \begin{cases}\frac{s^{2}(T-t)^{2}}{2 T^{2}}-\frac{1}{2}(s-t)^{2} & \text { if } 0 \leq t \leq s \leq T \\
\frac{s^{2}(T-t)^{2}}{2 T^{2}} & \text { if } 0 \leq s \leq t \leq T\end{cases}  \tag{4.11}\\
& G_{2}(t, s)= \begin{cases}-\frac{1}{2}\left(1-\frac{s}{T}\right)^{2} t^{2} & \text { if } 0 \leq t \leq s \leq T \\
\frac{s}{T}\left(1-\frac{s}{2 T}\right) t^{2}-s t+\frac{1}{2} s^{2} & \text { if } 0 \leq s \leq t \leq T\end{cases} \tag{4.12}
\end{align*}
$$

and

$$
G_{3}(t, s)= \begin{cases}-\frac{1}{2} t^{2} & \text { if } 0 \leq t \leq s \leq T  \tag{4.13}\\ -s t+\frac{1}{2} s^{2} & \text { if } 0 \leq s \leq t \leq T\end{cases}
$$

The properties of the functions $G_{j}$ needed later on are described by the following lemma.

Lemma 4.2 Let $j \in\{1,2,3\}$. Then

$$
\begin{gathered}
\sup _{t, s \in[0, T]}\left|G_{j}(t, s)\right|=a_{j 0}, \sup _{t, s \in[0, T]}\left|\frac{\partial G_{j}}{\partial t}(t, s)\right|=a_{j 1}, \\
\sup _{t, s \in[0, T]}\left|\frac{\partial^{2} G_{j}(t, s)}{\partial t^{2}}\right|=1,
\end{gathered}
$$

where

$$
a_{j 0}= \begin{cases}\frac{T^{2}}{4}(5 \sqrt{5}-11) & \text { for } j=1,2 \\ \frac{T^{2}}{2} & \text { for } j=3\end{cases}
$$

and

$$
a_{j 1}= \begin{cases}\frac{T}{4} & \text { for } j=1,2 \\ T & \text { for } j=3\end{cases}
$$

Remark 4.3 Notice that

$$
a_{10}=a_{20}=\left|G_{1}\left(T-s_{0}, s_{0}\right)\right|=\left|G_{2}\left(s_{0}, T-s_{0}\right)\right|,
$$

where

$$
s_{0}=\frac{1}{2}(-T+\sqrt{5} T)
$$

Similarly,

$$
\begin{aligned}
& a_{11}=a_{21}=\left|\frac{\partial}{\partial t} G_{1}\left(0, \frac{T}{2}\right)\right|=\left|\frac{\partial}{\partial t} G_{2}\left(T, \frac{T}{2}\right)\right|, \\
& a_{30}=\left|G_{3}(T, T)\right| \quad \text { and } \quad a_{31}=\left|\frac{\partial G_{3}}{\partial t}(T, 0)\right| .
\end{aligned}
$$

## Proof of Theorem 3.5

Let $j \in\{1,2,3\}$ be given and let $x=\left[R_{x}\right]$ be a solution of $\left(3.4_{j}\right)$. Then

$$
\ell_{\varphi}\left(R_{x}\right)=\eta_{j}(\varphi, t) \quad \text { and } \quad L_{j i}\left(R_{x}\right)=\bar{\eta}_{j i}(\varphi), \quad i=1,2,3, \varphi \in \mathcal{A}_{1}
$$

where $\eta_{j} \in \mathcal{N}[\mathbb{R}]$ and $\bar{\eta}_{j i} \in \mathcal{N}, i=1,2,3$. Hence

$$
\begin{equation*}
R_{x}(\varphi, t)=-\int_{0}^{T} G_{j}(t, s) M_{x}(\varphi, s) \mathrm{d} s+A_{j}(\varphi) t^{2}+B_{j}(\varphi) t+C_{j}(\varphi) \tag{4.15}
\end{equation*}
$$

where

$$
\begin{align*}
M_{x}(\varphi, s)= & -R_{p_{1}}(\varphi, s) R_{x^{\prime \prime}}(\varphi, s)-R_{p_{2}}(\varphi, s) R_{x^{\prime}}(\varphi, s) \\
& -R_{p_{3}}(\varphi, s) R_{x}(\varphi, s)-\eta_{j}(\varphi, s) \tag{4.16}
\end{align*}
$$

and $A_{j}, B_{j}, C_{j} \in \mathcal{N}$. In virtue of (4.15), (4.16), $\left(\mathrm{H}_{1}\right)$ and Lemma 4.2 for sufficiently small $\varepsilon>0$, sufficiently large $n \in \mathbb{N}$ and $\varphi \in \mathcal{A}_{N}$ we have

$$
\begin{align*}
& \left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq a_{j 0} I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2} \\
& \quad+a_{j 0} \int_{0}^{T}\left|\eta_{j}\left(\varphi_{\varepsilon}, s\right)\right| \mathrm{d} s+\left|A_{j}\left(\varphi_{\varepsilon}\right)\right| T^{2}+\left|B_{j}\left(\varphi_{\varepsilon}\right)\right| T+\left|C_{j}\left(\varphi_{\varepsilon}\right)\right|,  \tag{4.17}\\
& \quad\left\|R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq a_{j_{1}} I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2} \\
& \quad+a_{j 1} \int_{0}^{T}\left|\eta_{j}\left(\varphi_{\varepsilon}, s\right)\right| \mathrm{d} s+2\left|A_{j}\left(\varphi_{\varepsilon}\right)\right| T+\left|B_{j}\left(\varphi_{\varepsilon}\right)\right| \tag{4.18}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2} \\
& \quad+\int_{0}^{T}\left|\eta_{j}\left(\varphi_{\varepsilon}, s\right)\right| \mathrm{d} s+2\left|A_{j}\left(\varphi_{\varepsilon}\right)\right| \tag{4.19}
\end{align*}
$$

where $I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)$ are defined by (3.1).
Now, taking into account the relations (4.17)-(4.19), it follows that

$$
\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2} \leq I_{0 \varepsilon}\left(p_{1}, p_{2}, p_{3}\right)\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2}+\eta_{j}^{*}\left(\varphi_{\varepsilon}\right),
$$

where $\eta_{j}^{*}(\varphi) \in \mathcal{N}$. This means that there are $\bar{C}>0, N_{1} \in \mathbb{N}$ and $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T], 2} \leq \bar{C}_{2} \varepsilon^{\alpha(q)-N_{1}} \tag{4.20}
\end{equation*}
$$

is true for $q \geq N_{1}, \varphi \in \mathcal{A}_{q}$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$. If $t_{0} \in(0, T)$, then (4.20) implies that $R_{x^{(n)}}\left(\varphi, t_{0}\right) \in \mathcal{N}$ for $n=0,1,2$. On the other hand, $z=R_{x}(\varphi, t)$ is a solution of

$$
\begin{array}{cl}
\ell_{\varphi_{\varepsilon}}(z)=\eta_{j}\left(\varphi_{\varepsilon}, t\right), & z\left(t_{0}\right)=R_{x}\left(\varphi_{\varepsilon}, t_{0}\right) \\
z^{\prime}\left(t_{0}\right)=R_{x^{\prime}}\left(\varphi_{\varepsilon}, t_{0}\right), & z^{\prime \prime}\left(t_{0}\right)=R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, t_{0}\right)
\end{array}
$$

on $\mathbb{R}$. So, by virtue of Remark 3.3 and [11, Theorem 3.3] we obtain

$$
\begin{equation*}
R_{x}(\varphi, t) \in \mathcal{N}[\mathbb{R}] \tag{4.21}
\end{equation*}
$$

and this proves Theorem 3.5.

## Proof of Theorem 3.6.

a) Let $j=1$ and let $x=\left[R_{x}\right]$ be a solution of (3.81), i.e.

$$
\begin{aligned}
R_{x}\left(\varphi_{\varepsilon}, t\right)= & -\int_{0}^{T} G_{1}(t, s)\left(R_{p_{1}}\left(\varphi_{\varepsilon}, s\right) R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, s\right)-\eta\left(\varphi_{\varepsilon}, s\right)\right) \mathrm{d} s \\
& +\widetilde{A}_{1}\left(\varphi_{\varepsilon}\right) t^{2}+\widetilde{B}_{1}\left(\varphi_{\varepsilon}\right)+\widetilde{C}_{1}\left(\varphi_{\varepsilon}\right)
\end{aligned}
$$

where $G_{1}$ is defined by (4.11), $\eta \in \mathcal{N}[\mathbb{R}], \widetilde{A}_{1}, \widetilde{B}_{1}$ and $\widetilde{C}_{1} \in \mathcal{N}$. For some $\bar{C}>0$, $N \in \mathbb{N}$ and $\varepsilon_{0}>0$ we have

$$
\left\|R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq \bar{C} \varepsilon^{\alpha(q)-N}, \quad q \geq N, \varphi \in \mathcal{A}_{q}, \varepsilon \in\left(0, \varepsilon_{0}\right)
$$

Since

$$
\begin{aligned}
R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right) & =\int_{T}^{t} R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s+R_{x^{\prime}}\left(\varphi_{\varepsilon}, T\right) \\
R_{x}\left(\varphi_{\varepsilon}, t\right) & =\int_{0}^{t} R_{x^{\prime}}\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s+R_{x}\left(\varphi_{\varepsilon}, 0\right)
\end{aligned}
$$

$R_{x^{\prime}}(\varphi, T) \in \mathcal{N}$ and $R_{x}(\varphi, 0) \in \mathcal{N}, R_{x}(\varphi, t)$ has properties (4.20) and (4.21), which completes the proof of Theorem 3.6 for $j=1$.
b) Let $j=2$ and let $x=\left[R_{x}\right]$ be a solution of (3.82), i.e.

$$
R_{x^{\prime \prime \prime}}\left(\varphi_{\varepsilon}, t\right)=-R_{p_{2}}\left(\varphi_{\varepsilon}, t\right) R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right)+\eta\left(\varphi_{\varepsilon}, t\right),
$$

and

$$
R_{x}\left(\varphi_{\varepsilon}, 0\right)=\eta_{1}\left(\varphi_{\varepsilon}\right), \quad R_{x}\left(\varphi_{\varepsilon}, T\right)=\eta_{2}\left(\varphi_{\varepsilon}\right), \quad R_{x^{\prime}}\left(\varphi_{\varepsilon}, T\right)=\eta_{3}\left(\varphi_{\varepsilon}\right),
$$

where $\eta \in \mathcal{N}[\mathbb{R}], \eta_{i} \in \mathcal{N}, i=1,2,3$. Hence

$$
\begin{align*}
R_{x}\left(\varphi_{\varepsilon}, t\right)= & -\int_{0}^{T} G_{2}(t, s)\left(R_{p_{2}}\left(\varphi_{\varepsilon}, s\right) R_{x^{\prime}}\left(\varphi_{\varepsilon}, s\right)-\eta\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s\right. \\
& +\bar{A}_{2}\left(\varphi_{\varepsilon}\right) t^{2}+\bar{B}_{2}\left(\varphi_{\varepsilon}\right) t+\bar{C}_{2}\left(\varphi_{\varepsilon}\right) \tag{4.22}
\end{align*}
$$

where $G_{2}$ is given by (4.12) and $\bar{A}_{2}(\varphi), \bar{B}_{2}(\varphi) \in \mathcal{N}, \bar{C}_{2}(\varphi) \in \mathcal{N}$. According to (4.14) we have

$$
\begin{equation*}
\left\|R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq J_{2 \varepsilon}\left(p_{2}\right)_{\varepsilon}\left\|R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]}+\eta_{4}\left(\varphi_{\varepsilon}\right) \tag{4.23}
\end{equation*}
$$

where $\eta_{4} \in \mathcal{N}$. By (3.6) and (4.23) there are $N \in \mathbb{N}, \varepsilon_{0}>0$ and $\widetilde{C}>0$ such that for $q \geq N, \varphi \in \mathcal{A}_{q}$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\begin{equation*}
\left\|R_{x^{\prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq \widetilde{C} \varepsilon^{\alpha(q)-N} \tag{4.24}
\end{equation*}
$$

Applying the Schwarz inequality to the equality

$$
R_{x}\left(\varphi_{\varepsilon}, t\right)=\int_{0}^{t} R_{x^{\prime}}\left(\varphi_{\varepsilon}, s\right) \mathrm{d} s+R_{x}\left(\varphi_{\varepsilon}, 0\right)
$$

we obtain that there are $\widetilde{C}_{1}>0, N_{1} \in \mathbb{N}$ and $\varepsilon_{1}>0$ such that

$$
\begin{equation*}
\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq \widetilde{C}_{1} \varepsilon^{\alpha(q)-N_{1}} \quad \text { for all } q \geq N_{1} \text { and } \varepsilon \in\left(0, \varepsilon_{1}\right) \tag{4.25}
\end{equation*}
$$

Similarly, the relations (4.22), (4.24) and (4.25) yield the existence of $\widetilde{C}_{2}>0$, $N_{2} \in \mathbb{N}$ and $\varepsilon_{2}>0$ such that

$$
\left\|R_{x^{\prime \prime}}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq \widetilde{C}_{2} \varepsilon^{\alpha(q)-N_{2}}
$$

is true for $q \geq N_{2}, \varphi \in \mathcal{A}_{q}$ and $\varepsilon \in\left(0, \varepsilon_{2}\right)$ and we see that $R_{x}$ has the property (4.20), i.e. $R_{x} \in \mathcal{N}[\mathbb{R}]$, which completes the proof of Theorem 3.6 for $j=2$.
c) Assume $j=3$, let $x \in \mathcal{G}(\mathbb{R})$ be a solution of (3.83) and let there are $\eta \in \mathcal{N}[\mathbb{R}], \eta_{i} \in \mathcal{N}, i=1,2,3$, such that the relations

$$
\begin{align*}
& R_{x^{\prime \prime \prime}}(\varphi, t)=-R_{p_{3}}(\varphi, t) R_{x}(\varphi, t)+\eta(\varphi, t)  \tag{4.26}\\
& R_{x}(\varphi, 0)=\eta_{1}(\varphi), \quad R_{x}(\varphi, T)=\eta_{2}(\varphi), \quad R_{x^{\prime}}(\varphi, T)=\eta_{3}(\varphi)
\end{align*}
$$

are satisfied for all $\varphi \in \mathcal{A}_{1}$. Applying (4.15) with $j=3$ and $G_{3}$ given by (4.13) we can see that

$$
\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]} \leq b_{3} J_{3 \varepsilon}\left(p_{3}\right)\left\|R_{x}\left(\varphi_{\varepsilon}, t\right)\right\|_{[0, T]}+\eta\left(\varphi_{\varepsilon}\right)
$$

where $\eta \in \mathcal{N}, \varepsilon>0$ is sufficiently small and $b_{3}$ and $J_{3 \varepsilon}$ are defined by (3.33). As in the proof of Theorem 3.4 we conclude that $R_{x}$ has property (4.21), which completes the proof of Theorem 3.6.

## Proof of Theorem 3.8

As in the proof of Theorem 3.6, assume that there are $\eta \in \mathcal{N}[\mathbb{R}], \eta_{i} \in \mathcal{N}$, $i=1,2,3$, such that the relations (4.26) and

$$
\begin{equation*}
R_{x}(\varphi, 0)=\eta_{1}(\varphi), \quad R_{x}(\varphi, T)=\eta_{2}(\varphi), \quad R_{x^{\prime}}(\varphi, T)=\eta_{3}(\varphi) \tag{4.27}
\end{equation*}
$$

are true for all $\varphi \in \mathcal{A}_{1}$. Any solution $R_{x}$ of (4.26) can be expressed in the form (4.4), where $R_{\psi_{i}}, i=1,2,3$, and $Q$ are respectively defined by (4.3) and (4.5), where $R_{q}$ is replaced by $\eta, c_{i} \in \mathcal{E}_{M}[\mathbb{R}]$ for $i=1,2,3$ and $t_{0}=T$. Consequently, for $\varphi \in \mathcal{A}_{1}$, we have

$$
\begin{equation*}
R_{x}\left(\varphi_{\varepsilon}, t\right)=c_{3}\left(\varphi_{\varepsilon}\right) R_{\psi_{2}}\left(\varphi_{\varepsilon}, t\right)+\eta_{4}\left(\varphi_{\varepsilon}\right), \tag{4.28}
\end{equation*}
$$

where $\eta_{4} \in \mathcal{N}[\mathbb{R}]$.
Now, we will prove that $c_{3} \in \mathcal{N}$. Indeed, $y=R_{\psi_{2}}$ is a solution to

$$
\begin{equation*}
y^{\prime \prime \prime}=-R_{p_{3}}\left(\varphi_{\varepsilon}, t\right) y, \quad y(T)=y^{\prime}(T)=0, \quad y^{\prime \prime}(T)=1 . \tag{4.29}
\end{equation*}
$$

Multliplying the differential equation in (4.29) by $y$ and integrating-by-parts from $T$ to $t$, we get

$$
\int_{T}^{t} y^{\prime \prime \prime}(s) y(s) \mathrm{d} s=-\int_{T}^{t} R_{p_{3}}\left(\varphi_{\varepsilon}, s\right) y^{2}(s) \mathrm{d} s=y^{\prime \prime}(t) y(t)-\frac{y^{\prime 2}(t)}{2}
$$

Thus,

$$
\begin{equation*}
y^{\prime \prime}(t) y(t)=\frac{y^{\prime 2}(t)}{2}-\int_{T}^{t} R_{p_{3}}(s) y^{2}(s) \mathrm{d} s \geq 0 \quad \text { for } t \in[0, T] \tag{4.30}
\end{equation*}
$$

Hence, for $\varphi \in \mathcal{A}_{N}, t \in[0, T]$ and sufficiently small $\varepsilon>0$, we have

$$
\begin{equation*}
y(t)=\frac{(T-t)^{2}}{2}+\int_{t}^{T} \frac{(t-s)^{2}}{2} R_{p_{3}}\left(\varphi_{\varepsilon}, s\right) y(s) \mathrm{d} s \geq \frac{(T-t)^{2}}{2} . \tag{4.31}
\end{equation*}
$$

By virtue of (4.27), (4.29), (4.30) and (4.31) we conclude that

$$
\begin{equation*}
y(0) \geq \frac{T^{2}}{2} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{1}\left(\varphi_{\varepsilon}\right)=R_{x}\left(\varphi_{\varepsilon}, 0\right)=c_{3}\left(\varphi_{\varepsilon}\right) y(0)+\eta_{4}\left(\varphi_{\varepsilon}\right) \tag{4.33}
\end{equation*}
$$

where $\eta_{4} \in \mathcal{N}$. Relations (4.32) and (4.33) imply that there are $C_{1} \geq 0, N_{1} \in \mathbb{N}$ and $\varepsilon_{1}>0$ such that for $q \geq N_{1}, \varphi \in \mathcal{A}_{N_{1}}$ and $\varepsilon \in\left(0, \varepsilon_{1}\right)$ the following inequality is true

$$
\left|c_{3}\left(\varphi_{\varepsilon}\right)\right| \frac{T^{2}}{2} \leq\left|c_{3}\left(\varphi_{\varepsilon}\right)\right||y(0)| \leq C_{1} \varepsilon^{\alpha(q)-N_{1}}
$$

i.e. $c_{3} \in \mathcal{N}$, which completes the proof of Theorem 3.8.

## 5 Relations between Carathéodory's and Colombeau's concepts of solutions of differential equations

In this section we denote the product of $g_{1}$ and $g_{2} \in \mathcal{G}(\mathbb{R})$ in $\mathcal{G}(\mathbb{R})$ by $g_{1} \odot g_{2}$. If $g_{1}, g_{2} \in C^{\infty}$, then their classical product $g_{1} g_{2}$ and the product $g_{1} \odot g_{2}$ in $\mathcal{G}(\mathbb{R})$ give rise to the same element of $\mathcal{G}(\mathbb{R})$. Hence we have the following assertion.

Theorem 5.1 Let $j \in\{1,2,3\}$,

$$
\begin{equation*}
p_{r}, q \in C^{\infty}, \quad r=1,2,3, \quad d_{j i} \in \mathbb{R}, \quad i=1,2,3 \tag{5.1}
\end{equation*}
$$

Furthermore, assume that the problem (1.1), (1.2 $)^{2}$ has a generalized solution $x_{1} \in \mathcal{G}(\mathbb{R})$ in the Colombeau sense and let the zero function be the only classical solution of the problem (3.4 $)$ Then the problem (1.1), (1.2 $)$ has also a classical solution $x_{2}$ and $x_{1}$ and $x_{2}$ give rise to the same element of $\mathcal{G}(\mathbb{R})$.

Proof The existence of the classical solution $x_{2}$ of (1.1), $\left(1.2_{j}\right)$ is evident. In particular, we have

$$
\begin{equation*}
\ell_{\varphi_{\varepsilon}}\left(R_{x_{1}}\right)(t)=q(t)+\eta\left(\varphi_{\varepsilon}, t\right), \quad L_{j i}\left(R_{x_{1}}\right)=d_{j i}+\eta_{j i}\left(\varphi_{\varepsilon}\right) \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\ell\left(x_{2}\right)=q(t), \quad L_{j i}\left(x_{2}\right)=d_{j i}, \tag{5.3}
\end{equation*}
$$

where $\eta \in \mathcal{N}[\mathbb{R}], \eta_{j i} \in \mathcal{N}, \varphi \in \mathcal{A}_{1}$ and $i=1,2,3$. Furthermore, for

$$
\begin{equation*}
R_{x}\left(\varphi_{\varepsilon}, t\right)=x_{2}(t)-R_{x_{1}}\left(\varphi_{\varepsilon}, t\right), \quad \varphi \in \mathcal{A}_{1}, \quad t \in \mathbb{R} \quad \text { and } i=1,2,3 \tag{5.4}
\end{equation*}
$$

we get

$$
\begin{equation*}
\ell\left(R_{x}\left(\varphi_{\varepsilon}, t\right)\right)=-\eta\left(\varphi_{\varepsilon}, t\right), \quad L_{j i}\left(R_{x}\left(\varphi_{\varepsilon}, t\right)\right)=-\eta_{j i}\left(\varphi_{\varepsilon}\right), \tag{5.5}
\end{equation*}
$$

On the other hand, $R_{x}\left(\varphi_{\varepsilon}, t\right)$ is given by (4.4) and (4.5), where $R_{q}$ is replaced with $\eta$. Taking into account (4.4), (4.6)-(4.9) and (5.5) we deduce that $c_{r} \in \mathcal{N}$ for $r=1,2,3$ and consequently

$$
x_{2}-R_{x_{1}} \in \mathcal{N}[\mathbb{R}],
$$

as well. This completes the proof of Theorem 5.1.

Remark 5.2 It is known that every distribution is moderate (see e.g. [3, Proposition 2.2]). In general, the multiplication in $\mathcal{G}(\mathbb{R})$ does not coincide with the usual multiplication of continuous functions (see [2]). As a consequence, solutions of ordinary differential equations in the Carathéodory sense and in the Colombeau sense are different (in general). To "repair" the consistency problem for multiplication we give the definition introduced by J. F. Colombeau in [2].

A generalized function $u \in \mathcal{G}(\mathbb{R})$ is said to admit a member $w \in \mathcal{D}^{\prime}(\mathbb{R})$ as the associated distribution, if it has a representative $R_{u}$ with the following property: for every $\psi \in \mathcal{D}(\mathbb{R})$ there is $N \in \mathbb{N}$ such that for every $\varphi \in \mathcal{A}_{N}$ we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} R_{u}\left(\varphi_{\varepsilon}, t\right) \psi(t) \mathrm{d} t=w(\psi)
$$

If $f \in \mathrm{~L}_{\text {loc }}(\mathbb{R})$, we define

$$
R_{f}(\varphi, t)=\int_{-\infty}^{\infty} f(t+u) \varphi(u) \mathrm{d} u=(f * \varphi)(t), \quad \varphi \in \mathcal{A}_{1}
$$

Obviously $R_{f} \in \mathcal{E}_{M}[\mathbb{R}]$.
Theorem 5.3 Let $j \in\{1,2,3\}, p_{r} \in \mathrm{~L}_{\text {loc }}(\mathbb{R})$ for $r=1,2,3,4$ and let the zero function be the unique solution of the problem $\left(3.4_{j}\right)$ in the Carathéodory sense. Let $x$ denote the solution of the problem (1.1), (1.2 $)_{j}$ ) in the Carathéodory sense. Furthermore, assume that there exists a solution $\widetilde{x}$ of the problem (1.1), ( $1.2_{j}$ ) generalized in the Colombeoau sense. Then $\widetilde{x}$ admits an associated distribution which equals $x$.

Proof follows from the fact that $p_{k} * \varphi_{\varepsilon} \rightarrow p_{k}$ and $q * \varphi_{\varepsilon} \rightarrow q$ in $\mathrm{L}_{\text {loc }}(\mathbb{R})$ as $\varepsilon \rightarrow 0+$ for $k=1,2,3$ and from the continuous dependence of $x$ on the coefficients $p_{1}, p_{2}, p_{3}$ and $q$. Indeed, let $R_{\psi_{0}}\left(\varphi_{\varepsilon}, t\right), R_{\psi_{1}}\left(\varphi_{\varepsilon}, t\right), R_{\psi_{2}}\left(\varphi_{\varepsilon}, t\right)$ be solutions of the problems (4.3). Then for every $\varphi \in \mathcal{A}_{1}$ and $r, i=1,2,3$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} R_{\psi_{i-1}}^{(r-1)}\left(\varphi_{\varepsilon}, t\right)=\psi_{i-1}^{(r-1)}(t) \tag{5.6}
\end{equation*}
$$

almost uniformly on $\mathbb{R}$. This yields

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left|\operatorname{det} A_{(j) \varepsilon}\right|=g \neq 0, \quad g \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

for every $\varphi \in \mathcal{A}_{1}, \operatorname{det} A_{(j) \varepsilon}$ is defined by (4.9). Let $R_{x}\left(\varphi_{\varepsilon}, t\right)$ be a solution of the equation (3.6) satisfying the conditions

$$
\begin{equation*}
L_{j i}\left(R_{x}\left(\varphi_{\varepsilon}, t\right)\right)=d_{j i}, \quad i=1,2,3 \tag{5.8}
\end{equation*}
$$

Thus, by virtue of the relations (4.5)-(4.7), (4.10) and (5.6)-(5.8), for $r=1,2,3$ and for every fixed $\varphi \in \mathcal{A}_{1}$, we get

$$
\lim _{\varepsilon \rightarrow 0} R_{x^{(r-1)}}\left(\varphi_{\varepsilon}, t\right)=x^{(r-1)}(t)
$$

almost uniformly on $\mathbb{R}$ and $x$ is a solution of (1.1), (1.2 $2_{j}$ ) in the Carathéodory sense. On the other hand, $\widetilde{x}=\left[R_{x}\right]$ is a generalized solution of $(1.1),\left(1.2_{j}\right)$ (we put $R_{x}\left(\varphi_{\varepsilon}, t\right)=0$ if $\left.\operatorname{det} A_{(j) \varepsilon}=0\right)$. This proves Theorem 5.3.

Remark 5.4 If $p_{k} \in \mathrm{~L}_{l o c}(\mathbb{R})$, then

$$
\begin{aligned}
& \left|R_{p_{k}}\left(\varphi_{\varepsilon}, t\right)\right|-\left|\int_{-\infty}^{\infty} p_{k}(t) \varphi(u) \mathrm{d} u\right| \leq\left|R_{p}\left(\varphi_{\varepsilon}, t\right)-\int_{-\infty}^{\infty} p_{k}(t) \varphi(u) \mathrm{d} u\right| \\
& \quad \leq \int_{-\infty}^{\infty}\left|p_{k}\left(t+\varepsilon_{u}\right)-p(t)\right||\varphi(u)| \mathrm{d} u
\end{aligned}
$$

i.e. $p_{k}$ satisfy $\left(\mathrm{H}_{0}\right)$.

Corollary 5.5 Let $j \in\{1,2,3\},, p_{r} \in \mathrm{~L}_{\text {loc }}(\mathbb{R}), r=1,2,3$, and

$$
a_{j}\left(\sum_{r=1}^{3} \int_{0}^{T}\left|p_{r}(t)\right| \mathrm{d} t\right)<1
$$

with $a_{j}$ given by (3.2).
Then the problem (3.4j) has only the trivial solution in the Carathéodory sense.
Corollary 5.6 Let $j \in\{1,2,3\},, p_{j} \in \operatorname{L}_{\text {loc }}(\mathbb{R})$ and

$$
b_{j} \int_{0}^{T}\left|p_{j}(t)\right| \mathrm{d} t<1
$$

with $b_{j}$ given by $\left(3.4_{j}\right)$. Then the problem $\left(3.8_{j}\right)$ has only the trivial solution in the Carathéodory sense.
Corollary 5.7 (cf. [8]) Let $j \in\{1,2,3\},, p_{r} \in \mathrm{~L}_{\text {loc }}(\mathbb{R}), r=1,2,3$, and $p_{3}(t) \geq 0$ a.e. on $[0, T]$. Then the problem $\left(3.8_{3}\right)$ has only the trivial solution in the Carathéodory sense.
Remark 5.8 The concept of generalized solutions of ordinary differential equations can be considered also in other ways. See e.g. [4], [5], [6], [9], [10], [14], [15], [16] or [17].
Remark 5.9 The definition of Colombeau generalized functions on a given open subinterval of $\mathbb{R}$ is analogous to the definition used in this paper (see [2]). It is not defficult to observe that if reformulated our assumptions $\left(\mathrm{H}_{0}\right),\left(\mathrm{H}_{j}\right)$ and $\left(\mathrm{G}_{j}\right)$ in a proper way, the results of this paper would remain true also in the case when the generalized functions are considered on some open subinterval $(a, b)$ of $\mathbb{R}$.
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## References

[1] Agarwal, R. P.: Non-linear two point boundary value problems. Indian J. Pure Appl. Math. 4 (1973), 757-769.
[2] Colombeau, J. F.: Elementary Introduction to New Generalized Functions. North Holland, Amsterdam-New York-Oxford, 1985.
[3] Colombeau, J. F.: A multiplication of distributions. J. Math. Anal. Appl. 94 (1983), 96-115.
[4] Doležal, V.: Dynamics of Linear Systems. Publishing House of the Czechoslovak Academy of Sciences, Praha, 1964.
[5] Egorov, Y.: A theory of generalized functions. Uspehi Math. Nauk 455 (1990), 3-40 (in Russian).
[6] Filippov, A. F.: Differential Equations with Discontinuous Right-hand Side. Nauka, Moscow, 1985, (in Russian).
[7] Greguš, M.: A Linear Differential Equation of Third Order. Veda, Bratislava, 1981 (in Slovak).
[8] Granas, A., Guenther, R., Lee, J.: Nonlinear boundary value problems for ordinary differential equations. Dissertationes Math. (Rozprawy Mat.) 244, PWN, Warsaw, 1985.
[9] Hildebrandt, T. H.: On systems of linear differential Stieltjes integral equations. Illinois J. Math. 3 (1959), 352-373.
[10] Ligȩza, J.: Weak solutions of ordinary differential equations. Prace Nauk. U. Śl. w Katowicach 842 (1986).
[11] Ligȩza, J.: Generalized solutions of ordinary linear differential equations in the Colombeau algebra. Math. Bohemica 2 (1993), 123-146.
[12] Ligȩza, J., Tvrdý, M.: On systems of linear algebraic equations in the Colombeau algebra. Math. Bohemica 124, 1 (1999), 1-14.
[13] McCoy, N. H.: Rings And Ideals. The Carus Mathematical Monographs (Nr. 8), Baltimore, 1948.
[14] Persson, J.: The Cauchy system for linear distribution differential equations. Functial Ekvac. 30 (1987), 162-168.
[15] Schwabik, Š.: Generalized Ordinary Differential Equations. World Scientific, Singapore, 1992.
[16] Tvrdý, M.: Generalized differential equations in the space of regulated functions (Boundary value problems and controllability). Math. Bohemica 116 (1991), 225-244.
[17] Zavalishchin, S. G., Sesekin, A. N.: Impulse Processes, Models and Applications. Nauka, Moscow, 1991 (in Russian).

