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K Y B E R N E T I K A - VOLUME 25 (1989), N U M B E R 5 

EQUIVALENCE, INVARIANCE AND DYNAMICAL 
SYSTEM CANONICAL MODELLING 

Part II. Invariant Properties of Reachable Models and 
Associated Transformations 

ROBERTO P. GUIDORZI 

The second part of this paper considers two different classes of models for linear reachable 
multivariable systems: state-space models and polynomial input — partial state — output 
models. Equivalence relations that do not affect the input-output behavior of the considered 
models are then introduced, as well as associated sets of canonical forms directly parametrized 
by the image of all the models belonging to the same equivalence class in a complete set of indepen
dent invariants for the considered equivalence relations. Results regarding systems that are both 
completely reachable and completely observable are then considered. 

1. INTRODUCTION 

From a conceptual point of view the content of many sections of this second part 
of the paper is perfectly dual to the content of some sections of the first part. From 
an algebraic point of view, however, only the results regarding completely reachable 
state-space models can be easily derived from those regarding completely observable 
ones; it has thus been considered as preferable to avoid the use of duality considera
tions. The paper consists of five sections with the following contents. 

Sect ion 2. This section deals with a well-known set of canonical forms for the 
given equivalence relation on Ic and Im and shows how these canonical models are 
parametrized by the image in a complete set of independent invariants of every 
element beloging to the same equivalence class. 

Sect ion 3. This section defines a set of canonical forms for the considered equiv
alence relation on Sc and Sco and shows that their parametrization is the image 
in a complete set of independent invariants of every element belonging to the same 
equivalence class. 

Sect ion 4. The canonical forms that have been independently defined on both 
Ic and Sc are compared and the elementary algebraic links between these formally 
different representations deduced. 
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Sect ions 5. General results regarding minimal systems and some concluding 
remarks are reported in this section. 

References to the contents of parts I and II are made according to the following 
rules: Definitions, theorems, lemmas, corollaries, properties, remarks, figures and 
algorithms: (p, n) where p refers to the considered part and n is a progressive number. 
Equations, relations, formulae and examples: (p, s, n) where p refers to parts, s to 
sections and n is a progressive number. 

2. CANONICAL FORMS ON Ic AND Im 

Let (E, G, H) be an element of Ic with dim (E) = n and 

V 
(2.2.1) H= : G = [9l...gr-\. 

_V 
Consider then the r sequences of vectors given by 

9l Fdl...F^-r+^gi 

(2.2.2) : 
grFgr ...FO-'+»gr 

Now order vectors (2.2.2) as follows 

(2.2.3) g1...grFgi...Fgr...F
(-»-r+Vgr 

and select, in sequence (2.2.3), the vectors linearly independent of the preceding ones. 
Let EViC#, be the first vector, belonging to the ith row of (2.2.2), linearly dependent 
on the preceding ones in (2.2.3), i.e. such that 

(2-2.4) Fv'cgt = j : S a J ^ - % 
7 = 1 f e = l 

holds where, because of the order of the vectors in sequence (2.2.3), the integers vc
tJ 

are given by 
v^ = v? for i = ; ; 

(2.2.5) vc
u = min (vj + 1, vf) for j > i 

vlj = min (vj, v°) for / < i 

The total number of scalars ac
ijk thus defined is therefore given by 

(2-2.6) n = t fv-v . 
£ = 1 / = 1 

As is well known, dependence relation (2.2.4) also implies the linear dependence 
of all subsequent vectors belonging to the ith row of (2.2.2) (i.e. of the type F(-v,a+k)gi, 
k = 1) on their antecedents in sequence (2.2.3). 
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The linearly independent vectors selected in sequence (2.2.3) are called regular 
vectors [1]. 

Remark 2.1. Since rank (G) = r, all the integers vc are greater than zero. 

Remark 2.2. Because of the complete observability of all the elements of Ic, 
the regular vectors constitute a basis for SC, i.e. v\ + ... + vc

r = n. 

Now denote 

(2-2.7) cc
jk = (h\,F«-"gjy 

the scalar products of the columns of HT with the regular vectors. 

Definition 2.1. The integers vc (i = 1, ..., r) obtained by means of the outlined 
procedure are called in the literature Kronecker invariants of the pair (E, G) since 
they are coincident (modulo ordering) with Kronecker's minimal column indices 
for the singular matrix pencil [zl — E | G] [2], [3]. These indices will be called in the 
following structural invariants of (E, G) or control invariants of (E, G, H). 

The scalars ac
ljk which appear in (2.2.4) will be called characteristic parameters 

of the pair (E, G), and the scalars cc
ijk which appear in (2.2.7) will be called output 

parameters of (E, G, H). 

A set of scalars (v*, <xc
ijk, cc

ijk) has been associated to every element (E, G, H) of Ic. 
A function 

/o = {fV>fw>fl%Y *c - -v x ^ x *&**> 

has thus been implicitly defined. Here, and in the following, N denotes the set of 
natural numbers. It is now possible to prove the following theorem. 

Theorem 2.1. The function fe = (fr>fijk>fijk) constitutes a complete set of in
dependent invariants for equivalence relation (1.2.6) on Ec. 

Proof. 

Inva r i ance of fc 

Let (E, G, H) and ( F , G', H') be two elements of Ic with (E, G, H) E (E', G', H'). 
It will be proved that /C(E, G, H) = /C(E', G', H'). Because of the given definition 
for E there exists a nonsingular matrix Te ^" x "> such that E' = TFT-1, G' = TG 
and H' = HT~ *. Sequence (2.2.3) for (E', G', H') is given by 

(2.2.8) T9l...Tgr...TF^-r+^gr. 

Because of the nonsingularity of Tthe linear dependence relationships among vectors 
(2.2.8) are obviously the same as among vectors (2.2.3). It follows, therefore, that 
f?(F, G, H) = f?(F, G', H') and fcJk(F, G, H) = / ~ ( F , G', H'). Now denote with 
R the basis of 9£ given by the regular vectors ordered as follows 

(2.2.9) R = [ ^ . . . E ^ " ^ ! . . . ! ^ . . . ^ 0 - 1 ^ ] . 
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Because of the given definition (2.2.7) the scalars c°ijk are the entries of the matrix 
HR. When the triple (E', G', H') is considered, because of (2.2.8) it follows immedi
ately that the scalars c'cjk are the entries of the matrix H'R' = HT_1TR = HR. 
Therefore fcJk(F, G, H) = fcJk(F', G', H') and, consequently, fc(F, G, H) = 
= fc(F', G', H'). 

Comple teness of / c 

Let (E, G, H) and (F', G', H') be two elements of Ic such that fc(F, G, H) = 
= /C(E', G', H') = (vc, occ

Jk, c
c
ijk). It will be proved that (E, G, H) E ( F , G', H'). 

Since vc = v-c it follows that the regular vectors associated to ( F , G', H') are generated 
exactly in the same way as vectors (2.2.9), i.e. 

(2.2.10) R' = [g'1...F'^c-iVi\--.\g'r---F'^c-1)g'r]-

Now define the nonsingular matrix 

(2.2.11) T=R'R~X 

so that 
(2.2.12) R' = TR 

(2.2.13) F ^ - V i - TF*-1^ (i = l,...,r;k= 1, . . . , v c ) . 

Relation (2.2.13) for i = 1, ..., r and k = 1 implies G' = TG. Moreover, since 
ccc

ijk = a'cjk it also holds that 

(2.2.14) F V V . = TFv'cdi (i= l,...,r). 

From (2.2.13) and (2.2.14) it is possible to write 

E'R' = TER 
and, consequently, 

F = TERR'"1 = TERR^T-1 

F = TET-1 . 

From condition cc
ijk = c'cjk it follows that 

H'R' = HR 
or, also,, 

H' = HRR_1T_1 = HT_1 . 

It has thus been proved that (E, G, H) E ( F , G', H') and, therefore, that set 
(fV> fijk>fijk) constitutes a complete invariant for E. 

I ndependence of / c 

Let (vc, ..., vc) be an arbitrary element of Nr with n = v*i + ... + vc, vc + 0, 
(occ

ijk) an arbitrary element of #"* and (cc
iJk) and arbitrary element of J~^nXm). it will 

be proved that there exists an element (E, G, H) e Ic such that /C(E, G, H) = 
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= (v., ac
ijk, c

c
ijk) i.e. that / c is surjective with respect to Nr x &n x &<.HXm\ This will 

ensure the independence of the considered set of functions. 
Choose an arbitrary basis, R, of if and denote its vectors as follows. 

(2.2.15) R = [eu ...eUlB \ e21 . . . e2va-|...| e r l ...erVrc] . 

Now define the columns of the (n x r) matrix G as 

(2.2.16) 9i = en (i = l , . . . , r ) 

while the columns of the (n x n) matrix ER are defined by means of the following 
relations 

(2.2.17a) Fetj = ei{J+l) 

(2.2.17b) FeiViC = t X>5**;*-
j=X k=1 

Since R is nonsingular, the n relations (2.2.17) univocally define E. Similarly, the rows 
of HR (and, consequently, of H) are defined by means of the relations 

(2.2.18) htR = [cin ... c i lv io|...| cirl . . . cirVrc] . 

It is now necessary to verify that the image in fc of the triple (E, G, H) defined by 
relations (2.2.16), (2.2.17) and (2.2.18) is (vc, ac

jk, cc
iJk). From (2.2.16), (2.2.17a) and 

(2.2.17b) it follows that 

(2.2.19) eu = FeiU.X) = . . . = F^'^elt = F"-l>gt. 

Substitution of (2.2.19) in (2.2.17b), in (2.2.15) and, consequently, in (2.2.18) directly 
leads to relations (2.2.4) and (2.2.7). It is thus proved that Lc/fc(E, G, H) = (ac

iJk), 
fcj\(F, G, H) = (cc

ijk). Now let vc = f\v(F, G, H); from the substitution of (2.2.19) 
in (2.2.17b) it follows that v' = vc but the substitution of (2.2.19) in (2.2.15) leads to 
relation v\ + ... + vc

r = n so that v̂  = vj and fcv(F, G, H) = (v^). Q 

The following corollary directly follows from Property 1.1. 

Corollary 2.1. Let g: Nr x &n x J^OXm> -> Nr x &n x J^"Xm> be a bijection. 
The function g • fc is a complete set of independent invariants for E on £c. 

In [1] it is proved (with a weaker definition of independence) tha t / c = (PC,fcfk) 
constitutes a complete set of independent invariants for equivalence relation (1.2.6) 
on the set of pairs (E, G). The image of/c, however, does not allow to parametrize 
the quotient set 27C/E. 

Canonical Forms on 27c 

fc = (fV'fijk'fuk) *s a complete set of independent invariants for E on Ic. The 
image of/c, (vc, ac

ijk, c
c
iJk) can therefore be used to parametrize 2TC/E i.e. to construct 

a set of canonical forms for £ on I c . 
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Definition of the Set of Canonical Forms C„ 

Very useful canonical forms are the multicompanion ones that can be directly 
obtained from the set of scalars (vc, ccc

ijk, cc
ijk). This canonical subset of Ic will be 

denoted with Cc. The elements of Cc can be constructed by means of relations (2.2.15) 
to (2.2.18), choosing the natural basis for 3C. From R = /„, in fact, it follows that 

(2.2.20) 

(2.2.21a) 

(2.2.21b) 

(2.2.21c) 

(2.2.22) 

T 0 . . . 0" <- l 

0 0 . . . 0 

0 1 . . . 0 -(vï + 1) 
0 0 . . . 0 

G = _ _ 
0 0 . . . 1 «-(vc + . . . 

0 0 . . . 0 

_Ô 0 . . . 0_ 

P - [*«_] (i,j = l,...,r) 

"0 0 . .. o <ŕm • 
1 0 . •. 0 ac

ii2 

Pц = 0 1 . • • 0 o^з 

( V j c X v . c ) .. .0 0 . • • 1 a»vic 

"0 . . . o.4i " 

Pij = 0 . . 
0 . . 

0 oŕфtŕ 

0 0 

( v , c x v _ c ) _0 . . 0 0 

1 + 1) 

c l i v ť
c 

"mivi c 

H = [H . . . .HJ Hi=\hn...hiyiC-\ = 
(mxvjc) 

It is well known how the canonical triple (E, G, H) is algebraically linked to a generic 
triple (E, G,H) equivalent under E. In fact, E = TET"1, G = TG, H = HT"1 

where Tis the matrix of regular vectors (2.2.9). 
Other canonical forms for E on Ie can be parametrized by means of sets of scalars 

bijectively obtained from (vc, ac
iJk, c

c
ijk) [4], [5]. 
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Example 2.2.1. 

Let us consider the triple (E, G, H) e Sc given by 

(2.2.23) E = 

-0-5 1 0 1-5 

-1 -1 1 0 

1 0 0 0 

0-5 0 1 -1-5 

0-5 0 0 -0-5 

(2.2.24) 

(2.2.25) 

"0 Г 
1 0 

1 0 

0 1 

0 !_ 

H 
"0 0-5 0 0-5 0 
0 0 0 0 1 

The sequence of vectors (2.2.3) is given by: 

(2.2.26) 

1 1 2 1 -4 

0 0 0 -1 -2 

0 0 0 1 2 

1 1 -2 -1 4 

1 0 0 0 2 
o o o o • 

- 3 
1 

1 

3 
1 
• 

10 
- 6 
- 8 
- 4 

where the vectors linearly independent on their antecedents have been denoted with 

the abstract symbol o, the linearly dependent ones with the symbol •.The scalars 

v\ and v_ are therefore given by v̂  = 3 and v_ = 2. 

The scalars ofiJk can be obtained by computing the dependence coefficients of the 

first dependent vectors in (2.2.26), i.e. F2g2 and F3gx from their antecedents. The 

obtained values are 
a
l21

 = 0 
a
221

 — 2 
a
122

 = -2 
a
222

 = -3 
a
123

 = 2 

aC
lll = 1 

a
211

 = 1 
«112

 = -1 
a
212

 = -1-5 
a
 1 1 ч

 = 0 

The scalars cc

iJk can then be determined as scalar products of the transposed rows 

of H with the regular vectors in sequence (2.2.26). The obtained values are 

0-5 
c î i2 = 0-5 
rc — — 1 
Ч i з — L 

c\2X = 0-5 

C 1 2 2 = —• 1 
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= 0 

= 0 

= 0 

= 1 

= 0 

The scalars computed in this way are the image /C(E, G, H). The canonical form 
(2.2.20) —(2.2.22) directly parametrized by this image is thus given by the following 
triple. 

(2.2.27) E = 

"0 1 0 0 0" 

1 0 - 1 0 - 2 

0 1 0 0 2 

0 0 1 0 2 

_o 0 -1-5 1 - 3 _ 

(2.2.28) 

(2.2.29) 

G = 

H = 

Гl 0~ 
0 0 
0 0 

0 1 
LO oJ 

0-5 0-5 

0 0 

0-5 

1 
- 1 

0 

Remark 2.3. The canonical forms (2.2.20) —(2.2.22) that have been considered 

on ~c can obviously be considered also on Em since ~m is a subset of Ic which is closed 

with respect to equivalence relation (1.2.6). 

3. CANONICAL FORMS ON Sc AND Sco 

In this section a subset, Kc, of Sc is defined. It is then proved that Kc is a set of 
canonical forms for equivalence relation (1.2.8) on Sc. The transformation of a generic 
element of Sc to the corresponding canonical form is then considered and a transfor
mation algorithm is given. The in variance properties of this transformation are 
then investigated and a numerical example proposed. 

Definition of the Set of Canonical Forms Kc 

Consider a subset, Kc, of Sc whose elements (R(z), S(z)) are characterized by the 

following conditions: 

1) The polynomials on the main diagonal of R(z) are monic; 

2) The relations among the degrees of the entries of R(z) are 

(2.3.1a) deg {fjj(z)} ^ deg {ru(z)} if j > i 

(2.3.1b) degfc/z)} > deg{fy(z)} if j < i 

(2.3.1c) deg {fti(z)} > deg {rtJ(z)} if i*j; 
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3) The relation between the degrees of the entries of R(z) and S(z) is 

(2.3.2) deg {fjj(z)} > deg {~SiJ(z)} . 

The entries of the elements of Kr will be denoted as follows: 

Гц(z) ••• rlr(z) 

(2.3.3) R(z)-
frl(z) ... řrr(z)_ 

s__(z) ... slr(z) 
(2.3.4) S(z)~ 

_sml(z) . . . šmr(z)_ 

(2.3.5a) Гjj(Z ) - Z* - V ^ " 4 - ••• -«Jy^-«5л 
(2.3.5b) řij(z ) = - a ^ z ^ 0 - 1 ) - ... - a ^ _ z - a ? я 

(2.3.6) ~ij(z ) _ f ^ t - ъ + . . . + 7 ^ ( v ; c _ 1 ) 2 + УijVic ' 

Remark 2.4. Because of relations (2.3.1) it follows that the column degrees in R(z) 
are the degrees of rn(z), ..., rrr(z), i.e. v_, ..., vr. Moreover it holds that 

(2.3.7) degdet{£(z)} =__]vc = n. 

Remark 2.5. The total number of significant coefficients in the entries of R(z) is 
given by 

(2.3.8) „-__. J / u (v̂  = vO 
i=i j=i 

while the total number of coefficients in the entries of S(z) is given by 

(2.3.9) Z _>?-_> = w x m 

І - 1 j= 1 І=l 

Theorem 2.2. Kc constitutes a set of canonical forms for E on Sc. 
Proof. The proof will be decomposed into the following steps: 
a) Eor every element of Sc (R(Z), S(Z)) there exists an element of Kc, (R(z), S(z)), 

equivalent to (R(z), S(z)). 
A constructive proof of the existence of this element is given by Algorithm 2.1. 
b) The element of Kc equivalent to a given element of Sc is unique. 
Assume that for a given element (R(z), S(z)) of Sc there exist two different elements 

of Kc, (R'(z), _'(_)) and (R"(z), S"(z)) equivalent to (R(z), S(z)). From this assumption 
it immediately follows that (R'(z), _'(_)) E (R"(z), S"(z)), i.e. that there exists a uni-
modular matrix M(z) such that R"(z) - R'(z) M(z) and S"(z) - S'(z) M(z). Let 
us now consider thejth column of R"(z); this is a linear combination of the columns 
of R'(z) multiplied by the elements of the jth column of M(z). Since (R"(z), S"(z)) 
is an element of Kc, the elements of the jth. column of R"(z) must satisfy conditions 
(2.3.1a) and (2.3.1b). Since, however, the elements of the y'th column of M(z) are 
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polynomials in z (and not rational functions), and the elements of R'(z) satisfy 
conditions (2.3.1a) and (2.3.1b) it follows that, necessarily, mjj(z) 4= 0 and that 
the column degree of this column is vcj" = Vj + deg (mj7(z)}. Since M(z) is uni-

r r 

modular, deg det {R'(z)} = deg det {R"(z)} i.e. £ VV = E VT and> therefore, 
i = l 1 = 1 

deg {mjj(z)} = 0 (j = 1, ..., r). It has thus been established that R'(z) and R*"(z) 
share the same ordered set of row degrees. 

The elements of the/th column of R"(z) must also satisfy row conditions (2.3.1c) 
with respect to the on-diagonal elements of the subsequent columns; this necessarily 
leads to the conditions m^z) = 0 for i > j on the jih column of M(z). Similarly 
the elements of the jth column of R"(z) must satisfy row condition (2.3.1c) with 
respect to the on-diagonal elements of the preceding columns, and this leads to the 
conditions mtj(z) = 0 for i < j on thejth column of M(z). It has thus been established 
that M(z) = diag {mjj(z)} with deg {mjj(z)} = 0; M(z) is therefore a diagonal real 
matrix. Since the polynomials on the main diagonal of R'(z) and R"(z) are monic it 
follows that M(z) = I and, consequently, R'(z) = R"(z). 

c) Elements of Sc in the same equivalence class (with respect to E) are equivalent 
to the same element of Kc. 

Let (R'(z), S'(zj), (R"(z), S"(z)) be two equivalent elements of Sc, (R'(z), S'(z)), 
(R"(z), S"(z)) the two corresponding equivalent elements of Kc. Because of the 
equivalence between (R'(z), S'(zj) and (R"(z), S"(z)) it also follows that (R'(z), S'(z)) 
E(R"(z), S"(z)) and since, because of step b), the equivalence classes with respect 
to E in Kc have a single element, it follows that (R'(z), S'(z)) = (R"(z), S"(z)). 

d) Elements of Sc which do not belong to the same equivalence class are equivalent 
to distinct elements of Kc. 

Let (R'(z), S'(z)) and (R"(z), S"(z)) be two elements of Sc belonging to distinct 
equivalence classes. It follows that R'(z) + R"(z) M(z), S'(z) + S"(z) M(z) for 
every unimodular matrix M(z). If there exists an element of Kc, (R(z), S(z)) equiva
lent to (R'(z), S'(z)) and to (R"(z), S"(z)) then R(z) = R'(z) M'(z) = R"(z) M"(z), 
S(z) = S'(z)M'(z) = S"(z)M"(z) and, consequently, R'(z) = R"(z) M"(z)M'-1(z), 
S'(z) = S"(z)M"(z)M'-'(z). (R'(z),S'(z)) and (R"(z), S"(z)) are therefore equiva
lent to distinct elements of Kc. 

According to Definition 1.7 it has thus been proved that Kc is a set of canonical 
forms for equivalence relation (1.2.8) on Sc. • 

Transformation to the Canonical Forms on iSc 

Step a) in the proof of Theorem 2.2 will be constructively established by means 
of the following algorithm which allows, given a generic element (R(z), S(z)) of 5C, 
transformation to the corresponding canonical form (R(z), S(z)) of Kc, to be per
formed. 

395 



Algorithm 2.1. 

STEP 1. Matrices R(z) and S(z) are postmultiplied for a suitable unimodular 
matrix M(z) such that R(z) M(z) is column-proper. A detailed description of this 
step can be found in [6]. 

STEP 2. Achievement of column condition (2.3.1a). By means of exchanges 
of columns, in every column of R(z) polynomials whose degree equals the column 
degree are moved on the main diagonal. The same column exchanges are performed 
on S(z). This operation is always possible if R(z) is column-proper (a proof can be 
found in [7] modulo duality considerations). 

STEP 3. Achievement of column condition (2.3.1b). The entries rrr_x(z), 
rr,r_2(z), ..., rr>1(z), rr_1>r_2(z), ..., rr_];1(z), ..., r2l(z) are tested in the given order 
with respect to column condition (2.3.1b). If deg {ru(z)} < deg {/y7(z)} no operation 
is performed. When deg {ru(z)} = deg {^(z)} and deg {ru(z)} = fiu = deg {rH(zj} = 
= fiH the degree of ru(z) is lowered by subtracting from the jth column of R(z) 
the iih column multiplied by aztiiJ~>tii where a is the ratio of the maximal degree 
coefficients in ru(z) and rH(z). 

If deg {ru(z)} = deg {rj7(z)} and deg {ru(z)} = \xu < deg {ru(z)} = jiH it is 
sufficient to exchange the jth column of R(z) with the difference of the ith column 
and of the jth column multiplied for az/"'~"'"J where a is the ratio of the maximal 
degree coefficients in rH(z) and ru(z). The same elementary operations performed 
on R(z) are obviously performed also on S(z). It is important to note that this step 
does not change all conditions obtained in previous steps. 

STEP 4. Achievement of row condition (2.3.1c) in the left-lower triangular part 
of R(z). The polynomials considered in Step 3 are tested in the same order with 
respect to row condition (2.3.1c). If fj,u- < fiti no operation is performed. When 
fitJ — nH the degree of ru(z) is lowered by subtracting from the jth column of R(z) 
the ith column multiplied by azfliJ'flii where a is the ratio of the maximal degree 
coefficients in ru(z) and rjj(z). After the described operation the next polynomial 
in the given sequence must be tested even if condition (2.3.1c) with respect to ru(z) 
has not been achieved. This entire step is repeated until condition (2.3.1c) on the left 
lower triangular part of R(z) is achieved. The same elementary column operations 
are performed on S(z). Note that the operations performed at this step to reduce 
the order of ru(z) do not change the column conditions obtained at Step 3 or the row 
condition (2.3.1c) on the polynomials tested before ru(z). 

STEP 5. Achievement of row condition (2.3.1c) in the right upper triangular 
part of R(z). The entries rlj2(z), rU3(z), ..., r1>r(z), r23(z), ..., r2<r(~), •••, rr_x>r(z) 
are tested in the given order with respect to row condition (2.3.1c). If JXU < jiH no 
operation is performed. When nu ^ JXU the degree of ru(z) is lowered by subtracting 
from the jth column of R(z) the ith column multiplied by az*liJ~fli' where a is the ratio 
of the maximal degree coefficients in ru(z) and rH(z). After this operation the next 
polynomial in the given sequence must be tested even if condition (2.3.1c) with respect 
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to r.j-(z) has not been achieved. The same elementary column operations are performed 
on S(z). This entire step is repeated until condition (2.3.1c) is achieved on the right 
upper triangular part of R(z). 

This step does not change all conditions obtained in previous steps. 

STEP 6. Adjustment of the coefficients on the main diagonal of R(z). The first, 
second, ..., rth columns of R(z) and S(z) are divided for the maximal degree co
efficients in ru(z), r22(z), ..., rrr(z) respectively. After this step the polynomials 
on the main diagonal of R(z) are monic. 

Given a generic element (R(z), S(z)) of Sc, Algorithm 2.1 leads (by means of steps 
equivalent to the postmultiplication of R(z) and S(z) for unimodular matrices) to the 
equivalent canonical pair (R(z), S(z)). The algorithm is based on the fact that every 
step does not change all previously obtained conditions. 

By means of Algorithm 2.1 a function (f)c = (<£cv, &%, (f)c
t]k): Sc -> Nr x &* x 

x ^r(nxm) h a s b e e n jmpiicj tiy defined. The image (f)c(R(z), S(z)) - (vc, ac
m, yc

jk) has 
been used for the parametrization of the elements of Kc, i.e. for the parametrization 
of the canonical forms on Sc. The following theorem can therefore be established. 

Theorem 2.3. (j)c = (4>T•> <t>Tjk> ^m) constitutes a complete set of independent 
invariants for equivalence relation (1.2.8) on Sc. 

Proof. 

Invar i ance of 4>c 

Let (R'(z), S'(z)) and (R"(z), S"(z)) be two elements of Sc with (R'(z), S'(z)) 
E(R"(z), S"(z)). It must be proved that (f)c(R'(z), S'(z)) = 4>c(R"(z), S"(z)). This 
has already been done in step c) of the proof of Theorem 2.2. 

Comple teness of (jf 

Let (R'(z), S'(z)) and (R"(z), S"(zj) be two elements of Sc such that (j)\R'(z), 
S'(z)) = <f>c(R"(z), S"(z)) = (vc, occ

ijk, yc
iJk). It must be proved that (R'(z), S'(zj) 

E (R"(z), S"(z)). Since (j>c: Sc -» Kc, the pairs (R'(z), S'(z)) and (R"(z), S"(z)) have 
the same canonical form. Because of steps c) and d) in the proof of Theorem 2.2 
it follows that (R'(z), S'(z)) and (R"(z), S"(z)) belong to the same equivalence class 
of Sc. 

Independence of 0° 

Let (v\, ..., vc
r) be an arbitrary element of Nr with vc + 0 and n = v\ + ... + vc, 

(occ
ijk) an arbitrary element of ^" and (yc

Jk) an arbitrary element of ^("Xm\ it must 
be proved that there exists an element of Sc, (R(z), S(z)), such that 4>c(R(z), S(Z)) = 
= (vc, ac

ijk, y
c
iJk) i.e. that </>c is surjective with respect to Nr x ^ x j^("Xm). This 

will ensure the independence of the considered set of functions. By means of relations 
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(2.3.3), (2.3.4), (2.3.5) and (2.3.6) an element (R(z), S(z)) of Kc can be obtained such 

that 4>c(R(z), S(z)) = (vc, ctc

Jk> yc

Jk) and since Kc is a subset of Sc this completes 

the proof. Q 

Remark 2.6. Theorem 2.3 can be obtained as a corollary of Theorems 2.2 and 1.1. 

Similarly, Theorem 2.2 could be considered as a corollary of Theorems 2.3 and 1.1. 

The way this material has been presented allows either of these two ways to be 

selected. 

Example 2.3.1. 

A numerical example regarding the application of Algorithm 2.1 to an element 
of Sc in order to obtain the equivalent canonical form is now proposed. Let us consider 
the pair (R(z), S(zj) given by 

- 2 z 3 + 6z - 2 - 2 z 2 + 2z *(-) - [ 
S(z) = [ 

2z3 + 8z2 + 5z - 6 z 2 + Зz - 2 

5z + 5-5 
2z2 + 8z + 

•0-5z + 0-5" 

z + 3 

K = 

The application of Algorithm 2.1 to the previous pair will be performed step by step. 

STEP 1. R(z) is already column-proper since the real matrix, whose columns are 

obtained from the coefficients of the terms in the columns of R(z), whose degree 

equals the row degree, is the nonsingular matrix 

•2 - 2 " 

2 1_ 

STEP 2. Column condition (2.3.1a) is already satisfied. 

STEP 3. The only element to be tested is r21(z). Since deg (r2i(z)} = deg (r u (z)} = 

= 3 and deg{r21(z)} > deg (r22(z)} = 2 the degree of r21(z) is lowered by sub

tracting from the first column of R(z) the second one multiplied by 2z. The same 

operation is performed on the columns of S(z). The matrices obtained are 

Rx(z) = R(z) Mx(z) 
2zъ - 4z2 + 6z -

2z2 + 9z - 6 

2 - 2 z 2 + 2z" 
z2 + Зz - 2 

Sx(z) =S(z)Mx(z) = 
+ 5-5 -0-5z + 0-5 

2z + 9 z + 3 

where 

M,(z) = 
1 

•2z :i 
STEP 4. The only element to be tested is again r21(z). Since deg (r21(z)} = 

= deg (r22(z)} the degree of r21(z) is lowered by subtracting from the first column 

of R(z) the second one multiplied by 2. The matrices obtained are 
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where 

R2(z) = R,(z) M2(z) = 

S2(z) ^S^M^z) = 

M2(z) -

~2z
3
 + 2z -- 2 -2z

2
 + 2z 

Зz - 2 z
2
 + Зz - 2 

~zг + z + 0-5 -0-5z + 0-5 

3 z + 3 

1 0" 

-2 1_ 

Since condition (2.3.1c) in the left lower triangular part of R(z) is already achieved 
the next step can be considered. 

STEP 5. The only element to be tested is rl2(z). Since deg {rl2(z)} < deg [rll(z)} 
no operations must be performed. 

STEP 6. The first column of R(z) must be divided by 2 in order to make rn(z) 
monic while r22(z) is already monic. The matrices obtained are 

(2.3.io) * w = « . , » M 3 W = [ * ; + * _ - » z 7 2

+

z ; z

+ _ 2 z

2 ] 

(2.3.11) S - W = S 2 W M 3 W = [ ° - 5 Z 2 + 0;5Z + 0-25 - 0

z

5 Z

+

+°- 5] 

where 
M M Г 0 5 °" 

•W = [o i_ • 
Remark 2.7. Note that the transformation to the canonical form of the given pair 

(R(z), S(Z)) has been performed by postmultiplying R(z) and S(z) for the non-
singular unimodular matrix 

M(z) = M,(z) M2(z) Mг(z) = Г^* 5_ ^ 

Remark 2.8. The image cf)c(R(z), S(zj) is given by 

v? = 3 

aïiз = 0 

aC
112 = - 1 

a
ill = 1 

= 2 

a
212 — — 1'5 

a
211 = 1 

"123 

и
122 — 

—c 

-2 

0 

Ä222 

a221 
_ 

-3 

2 
ai21 = 

-2 

0 

ľciiз = 0-25 ľ213 = 1-5 
vc — /ll2 — 0-5 ľ212 - 0 

ľïll = 0-5 ľгil =- 0 

ľ^22 = 0-5 ľ2 2 2 = 3 

ľl21 = -0-5 ľ221 = 1 
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Remark 2.9. The canonical forms that have been considered on Sc can also be 
considered on Sco since Sco is closed with respect to E. 

4. ALGEBRAICAL LINKS BETWEEN CANONICAL FORMS ON I c 

AND Sr 

In this section the strict equivalence between triples (F, G, H) on Zc and pairs 
(R(Z), S(Z)) of Sc will be defined. Subsequently the algebraical links between the 
elements of the canonical set Cc and the strictly equivalent elements of Kc will be 
deduced and a numerical example proposed. The section ends with a discussion 
of the invariance properties of the considered transformations. 

Strict Equivalence between Element of £c and Sc 

Definition 2.2. Let (F, G, H) be a generic element of Ic with n = dim {F}. An 
element (R(z), S(zj) of Sc with deg det {R(z)} = n will be called strictly equivalent 
to (F, G, H) iff for every x(t0) e *3C and for every possible input sequence w(-) there 
exist n scalars of J% ^i(to), ••, wr(f0), ..., w^fg + nx), ..., wr(t0 + nr) such that 
model (1.2.1) with initial state x(t0) and the input — partial state— output model (1.2.5) 
with initial conditions w1(f0),..., wr(t0 + nr) generate the same output sequence 
y('), with every possible input sequence «(•) for every t ^ t0 and for every tt ^ t0, 
x(tt) can be univocally expressed as a linear function of w ^ ) , ..., wr(t1 + nr). 

Remark 2.10. From Definition 2.2 it follows, because of equivalence relation 
(1.2.6), that every element (R(z), S(Z)) of Sc strictly equivalent to an element (F, G, H) 
of 27c is also strictly equivalent to all elements of Ic equivalent to (F, G, H) accord
ing to (1.2.6). 

Algebraical Links between Canonical Triples (F, G, H) and Canonical Pairs 
(R(z),S(z)) 

Theorem 2.4. For every canonical triple (F, G, H) of Cc there exists a strictly 
equivalent canonical pair (R(z), S(Z)) of Kc. 

Proof. Let (F, G, H) be a canonical multicompanion triple with the structure 
(2.2.20) —(2.2.22) and with dim {F} = n. Let us now define as partial state the 
r-dimensional vector whose components are the v^th, (v\ + v^th, ..., (v^ + ... 
+ vj:)th components of the state vector. The partial state w(t) is thus defined by the 
following relation 

(2.4.1) w(t) = 

xVlC{i) 

•*'V1
c + V 2 c V / 

XVlc+... + VrcVJ 

400 



It is now possible to express the state vector as a function of the partial state. 
In fact, in the considered state space canonical form the system is decomposed 
into r interconnected subsystems whose states are the components x_(t),... 
...,xVio(t); ...;xVlo+_+Vr_1o+l(t), ...,xViC+ +Vrc(t). If the jth subsystem is now 
considered it is possible to write the following relations between its state and the 
partial state because of the simple structure of E. 

(2.4.2) xv.c+...+v._ lC+1(f) = -cfj_VjloZ^°-2) w_(t) - ... - a<12 w_(t) + 

+ z^-^Wj(t)-<ŕjjVjcZ^-Vwj(t) •*mWj(t)-

^jrvj: c Z 

( V j r c - 2 ) wr(t) - a, ř 2 vv, r(t) 

xV lc+...+ V j.c_1(t) = -ajiv^cWi/í) - (x°2vj2cw2(t) 

+ z wj(t) - a,c,v.c vv,(t) - a.c
JU+X)V.a+1)o wu+1)(t) -

-*Cjrvjr°Wr(t) 

xV lc+...+ vДř) = wj(t) 

If relations (2.4.2) are considered for every subsystem, it is possible to obtain the 
relation between the system state x(t) and the components of the partial state w(t) 
in the following way 

(2.4.3) 

where 

(2.4.4a) 

(2.4.4b) 

(2.4.4c) 

x(t) = M V(z) w(t) 

M = [MU] (i,j=l,...,r) 

T • -ac. 
^ІІVi0 

1 

-a«з 

~ * « 4 

- « « 2 

~ a « з 

мu = 
1 — ae. 

UІІVic 

( V i c X V i

c ) 1 

"0 . . 0 --<*yv . ,c . . . 
•J 

-«Ь -

0 . . 0 0 -*ь 
щ = l :' 

0 . . 0 0 ~ a ІУ(v ; ,
c - D 

(v.cxv/0 0 .. 0 0 - a -
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Гyvi 0- 1) 

(2.4.5) K(z) = 

(n*r) 

0 
0 

ľ(vŕc-l) 

Z 

1 J 

The substitution of the state vector expression (2.4.3) in equation (1.2.la) leads 
to the following equation in w(t) 

(2.4.6) (zl - F)M V(z) w(t) = G u(t). 

Computation of the left side of expression (2.4.6) shows that only the first, 
(v\ + l)th,. . . , (v\ + ... + vr_t + l)th relations are significant while the remaining 
ones are simple identities. The r significant relations can be written in the following 
more compact form 
(2.4.7) R(z) w(t) = u(t) 

where 
(2.4.8) Ř{z) = 

Гц(z) ••• rlr(z) 

Ki(z) ÁZ)J 
řu(z) = zViC - <4VicZ v ť « = - l 

- ... - ccii2z - ain 
(2.4.9) 

(2.4.10) rtj(z) = - a ^ z ^ - 1 - ... - **ij2z - ofo • 

Expression (2.4.3) of the system state can now be substituted in the output equation 
(1.2.1b). The system output can thus be related to the partial state by the following 
equation 

(2.4.11) y(t) = HM V(z) w(t) . 

Let us now define the matrix H given by 

(2.4.12) H = HM 

y\n ••• y W 
(2.4.13) ' H = [ H ! . . . H J Ht = : : 

c c 
(mxvj°) JmiX • ' ' ymi\tc 

Relation (2.4.13) can also be written in the equivalent, more simple form 

(2.4.14) y(t) = S(z) w(t) 

hi(z) . . . sir(z) 
(2.4.15) 

(2.4.16) 

S(z) = 
_Sml\Z) • • • smr\z)_ 

su(z) = yiji2^'1 + ••• + yciKvi°-Dz + yhn* 
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Matrix M (2.4.4) is structurally nonsingular for every set (ofiJk) since in every case 
det {M} = 1. 

From relations (2.2.5) it follows that the degrees of the polynomials in R(z) and 
S(z) satisfy the following conditions 

(2.4.17a) 

(2.4.17b) 

(2.4.17c) 

(2.4.18) 

d e 8 {řJj(z)} = d e 8 {řu(z)} i f J > * 
deg {řjj(z)} > deg {řtJ(z)} if j < i 

deg {řu(z)} > deg {ri7(z)} if i 4= j 

d e § ířJj(z)} > d e § ístj(z)} 

The n initial conditions on the partial state requested by the definition of strict 
equivalence between state-space and input — partial state — output models are 
given by relation (2.4.3) written for t = t0. It can be noted that the conditions re
quested on the first component of the partial state vector are v\, those on the second 
component v\, ..., and those on the rth component vc. 

Relation (2.4.8) shows that the on-diagonal elements of R(z) are monic and since 
the obtained conditions (2.4.17a), (2.4.17b), (2.4.17c) and (2.4.18) are coincident 
with conditions (2.3.1a), (2.3.1b), (2.3.1c) and (2.3.2) it follows that the obtained 
pair (R(z), S(z)) is canonical. This completes the proof of the theorem. Q 

Corollary 2.2. For every element of Xc/E there exists a strictly equivalent element 
ofKc. 

Example 2.4.1. 

Let us consider the canonical triple (E, G, H) of Ic given by (2.2.27) —(2.2.29) 
and the following initial state 

(2.4.19) x(0) = [0 0 1 0 0] T . 

A strictly equivalent pair (R(z), S(z)) ofKc as well as the associated initial conditions 
on its partial state will be determined. 

Matrix R(z) can be written by direct inspection of E. In fact, from (2.4.8) and 
(2.4.9) it follows that 

1 - 2 z 2 + 2z 
(2.4.20) « ( - ) -

Z* + Z 

l-5z - 1 z 2 + Зz - 2 

Determination of S(z) requires the previous construction of the matrix M (2.4.4). 
This matrix, too, can be written by direct inspection of F on the basis of (2.4.4). 

(2.4.21) M = 

1 0 1 - 2 2" 
0 1 0 0 - 2 
0 0 1 0 0 

0 0 1-5 1 3 
0 0 0 0 L 
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Matrix H (2.4.12) is therefore given by 

"0-5 0-5 0-25 
(2.4.22) H = HM 

0 0 1-5 
0-5 0-5 
1 3 ]• 

ľÏ2i = - 0 - 5 

ľl22 = 0'5 

ľ221 = 1 

ľ222 = •> 

From (2.4.13) the scalars yc
iJk are given by 

ytu = o-5 
ycn2 = o-5 

7cii3 = 0-25 

7211 = 0 

7212 = 0 

7213 = 1*5 

The matrix S(z) (2.4.15) is thus given by 

"0-5z2 + 0-5z + 0-25 -0-5z + 0-5" 
1-5 z + 3 

The initial conditions on the partial state components are given by wt(0), wi(l), ^ ( 2 ) , 
w2(0) and w2(l). With the initial state (2.4.19) it follows that 

wt(0) - 1 

Wl(l) = 0 

Wl(2) = - 4 

It can be noted from comparison of (2.4.20) and (2.4.23) with (2.3.10) and (2.3.11), 
respectively, that the obtained canonical pair (R(z), S(z)) is the same as that considered 
in Example 2.3.1. 

(2.4.23) S(z) 

W 

W 

0 

1-5 

Invariance Properties of the Transformations to the Canonical Forms on Ic and on Sc 

Parametrization of the elements of Cc has been performed by means of the image 
(vc, ac

Jk, cc
iJk) of a.complete set of independent invariants, jc,for E on Ic. Similarly, 

parametrization of the elements of Kc has been performed by means of the image 
(v ,̂ ac

iJk, yc
Jk) of a complete set of independent invariants, 0c, for E on Sc. 

The map gc: #"("X m) -* ,^("X m) described by relation (2.4.12), which transforms 
the set of scalars (cc

iJk) into the set (yc
iJk) is, because of the structural nonsingularity 

of matrix M (2.4.4), one to one. Also the function cc: Nr x &* x #"("Xm> -> Nr x 
x .#-" x ^0»"-) defined by cc(vc, occ

Jk, cc
iJk) = (vc, ac

iJk, yc
Jk) is, therefore, a bijection. 

Because of Property 1.1 it follows therefore that the function Sc: Ic -> Nr x 
x ^" x js"("Xm) given by c5c:cc ./ c constitutes a complete set of independent in

variants for E on Zc. Similarly the function dc: Sc —> Nr x SF* x J5"("xm) given by 
dc = c~ • (/»c constitutes a complete set of independent invariants for E on Sc. 

The following theorems have thus been proved. 

404 



Theorem 2.5. Every canonical form (E, G, H) of Cc is parametrized by the image 
in dc of any strictly equivalent element, (R(z), S(z)), of Sc. 

Theorem 2.6. Every canonical form (R*(z), S(z)) of Kc is parametrized by the image 
in <5c of any strictly equivalent element, (E, G, H), of Zc. 

Remark 2.11. In Sections 2 and 3 all the algorithms for the construction of functions 
fc, (j)c, dc and «5c have been described. This allows the performance of every transfor
mation between state-space controllable and input — partial state — output models. 

The considered transformations between state-space controllable and input — 
partial state — output canonical forms are summarized by the commutative diagram 
of Figure 2.1 where Ilc and H'c are sets whose elements are all the sets of scalars 
(vl, <AJk, eh) a n d (v?> ao-fc' y°jk) respectively. 

Let us now denote with Ccm the subset of Cc, whose elements are the canonical 
forms of the equivalence classes of Im, and withKcm the subset ofKc, whose elements 
are the canonical forms of the equivalence classes on Sco. The following theorem, 
analogous to Theorem 2.4, can be stated. 

Theorem 2.7. For every canonical triple (E, G, H) of Ccm there exists a strictly 
equivalent canonical pair (R(z), S(z)) of Kcm. 

The proof follows directly from the properties of the elements of Sco [6] and from 
Theorem 2.4. 

5. MINIMAL SYSTEMS AND CONCLUDING DISCUSSION 

When systems that are both completely reachable and completely observable, 
i.e. minimal, are considered it is possible, according to strict equivalence Definitions 
2.1 and 2.2, to represent their dynamical behavior by means of elements of Im, 
Soc and Sco. All the results that have been previously deduced for the elements of 
I0, S0, Ic and 5C are now simultaneously valid. This can be summarized by the diagram 
of Fig. 2.2. 

In Fig. 2.2 T denotes the transformation from canonical state-space representations 
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(2.2.20)-(2.2.22) to canonical state-space representations (1.4.20)-(1.4.22) and T _ 1 

the inverse transformation. 
As has been pointed out by R. E. Kalman, Definition 1.7, even if general, does not 

associate any advantage with respect to all remaining elements of the same equi-

**-cm -.s-

Fig. 2.2. 

valence class to the elements of a canonical set for a given equivalence relation. 
This is due to the fact that Definition 1.7 considers as canonical with respect to 
a given equivalence relation on a set x, every subset C of X if and only if there is 
a one-to-one correspondence between the elements of C and the equivalence classes 
in X. This does not imply any particular selection among the elements of the equi
valence classes to obtain the elements of C. The canonical forms considered in this 
work correspond, on the contrary, to a well-defined selection procedure and share 
nice structural and parametric properties. A restriction of Definition 1.7 that could 
be considered in connection with the problem of defining nice canonical forms 
for dynamical systems could be the following. 

Definition 2.3.' Let X be a set of models for dynamical systems and E an equi
valence relation on X. A subset C of X will be called a set of nice canonical forms 
for E if and only if: 1) Every element of X is equivalent, under E, to one and only 
one element of C; 2) Every element of C is parametrized by the image in a complete 
set of independent invariants of every equivalent element of X; 3) The elements 
of C exhibit, in their structure, the Kronecker indices associated to the pair (E, G) 
or (ET, HT) of every strictly equivalent state-space model. 

It must however be noted that condition 3) is somehow restrictive since some useful 
(and nice) canonical forms would be excluded (e.g. the Jordan form). 
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6. CONCLUDING REMARKS 

The models considered in this paper refer to purely dynamical systems; the extension 
of the given results to systems where an algebraic input-output link is present is very 
simple and can be performed according to the lines followed, for instance, in [8]. 

(Received October 6, 1988.) 

R E F E R E N C E S 

[1] V. M. Popov: Invariant description of linear time-invariant controllable systems. SIAM 
J. Control 10 (1972), 252-264. 

[2] R. E. Kalman: Kronecker invariants and feedback. In: Ordinary Differential Equations 
(L. Weiss, ed.), Academic Press, New York 1972, pp. 459—471. 

[3] F. R. Gantmacher: Theory of Matrices. Chelsea, New York 1959. 
[4] J. Rissanen: Basis of invariants and canonical forms for linear dynamical systems. Automatica 

70(1974), 175-182. 
[5] M. S. Caroli and R. P. Guidorzi: Algebraical links between multicompanion structures. 

Ricerche di Automatical (1973), 1 — 17. 
[6] W. A. Wolovich: Linear Multivariable Systems. Springer-Verlag, Berlin —Heidelberg—New 

York 1974. 
[7] S. Beghelli, and R. P. Guidorzi: A new input-output canonical form for multivariable systems. 

IEEE Trans. Automat. Control AC-21 (1976), 692—696. 
[8] R. P. Guidorzi and S. Beghelli: Input-output multistructural models in multivariable systems 

identification. In: Preprints of the 6th IFAC Symp. on Identification and System Parameter 
Estimation, Washington D. C , 1982, pp. 461 — 465. 

Professor Roberto P. Guidorzi, Dipartimento di Ellettronica, Informatica e Sistemistica, Universitd 
di Bologna, Viale del Risorgimento 2, 140136 Bologna. Italy. 

407 


		webmaster@dml.cz
	2012-06-05T20:27:00+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




