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K Y B E R N E T I K A — V O L U M E 14 (1978), N U M B E R 3 

On the Numerical Solution of Optimal 
Control Problems with Constraints 

JAROSLAV DOLEZAL, JIRI FIDLER 

The possibility of a direct treatment of control constraints using the projection technique 
in the connection with the so-called sequential gradient-restoration algorithm is investigated. 
As the result, a modified numerical algorithm is proposed for the solution of a class of optimal 
control problems with control constraints. 

1. INTRODUCTION 

The sequential gradient-restoration algorithm (SGR A) was proposed by Miele et al. 
[1 ,2] . For the case of control constraints this approach can be described as an 
indirect one, because the existing constraints are treated using Lagrange multipliers. 
On the other hand, in a large number of cases it is possible to treat the control con­
straints directly applying the idea of gradient projection (clipping-off technique), 
e.g., see [3]. Here an attempt is made to combine the projection technique with the 
original SGRA. The resulting modified SGRA for optimal control problems with 
control constraints includes this projection and thus enables a direct treatment of 
these problems. 

2. OPTIMAL CONTROL PROBLEM 

In general, the notation of Miele et al. [1, 2] will be used, i.e., all vectors (also the 
gradients of various functions) are supposed to be column vectors. Further, all 
functions are supposed to be continuously differentiable. 

The aim is to minimize the functional 

(1) / = f / ( x , « , K , O d f + [ 0 ( x , T . ) ] 1 



with respect to the functions x(t), u(t) and the parameter n which satisfy the differen- 183 
tial constraint 

(2) x - <p(x, u, n, t) = 0 . 

the boundary conditions 

(3) (x)0 = given . 

IX*,*)]. =0 , 
the control constraint 

(4) u(t)eU(t), r e [0,1] 

and the parameter constraint 

(5) 7t e n . 

Here x(j) e Rn denotes the state and u(t) e Rm the control variable at the time t 
and TT e R" the parameter. Let U(f) <- Rm denote the so-called set of admissible 
controls at time t and analogously let II c Rp denote the set of admissible system 
parameters. The various functions are defined as follows 

(6) / : R" x Rm x R" x R1 -> R1 , a : R" x F - R 1 , 

9 : R" x Rm x Rp x R1 -> R", ^ : R" x R" -> Rq . 

Observe that this formulation includes also problems with free final time, see [1, 2]. 

3. GRADIENT-RESTORATION ALGORITHM 

This algorithm consists of the alternate succession of gradient and restoration 
phases, which always determine the current changes A x(t), A u(t), At of the existing 
estimates x(t), u(t), n so that these values approach the desired optimum. For further 
details see [1 ,2] . Each phase represents the solution of the linear two-point boundary-
value problem 

(7) A - <pTA - <pTB - <pTC + g(x - (p) = 0 , 

(^)o = 0 , 

(\fjT
xA + iilC + gip), = 0 , 

X - afx + <pxk = 0 , 

(X + agx + i/v,)! = 0 , 

B + afu - <puX = 0 , 

C + | (afn - <pj) At + (agn + ^/<), = 0 , 



where A(t), B(t), C are the normalized changes (for the stepsize a = l) of Ax(i), 
Au(t), Art, respectively, X(t) e R" and [ie Rq are the multipliers, and Q and a charac­
terize the gradient (Q = 0, a = 1) phases and the restoration (Q = 1, a = 0) phases, 
respectively. Let us note that the first three equations in (7) represent the linearized 
system description (2), (3), while the remaining ones are the necessary optimality 
conditions. 

To evaluate various phases the following functionals are introduced (N(a) = aTa) 

(8) P = f N(x - <p) df + # ( » . , 

(9) J = f [ / + )J(x - (/>)] dt + (g + ,<7V/), . 

Functional P measures the cumulative error in constraints and J is the so-called 
augmented functional. 

4. CONSTRAINTS TREATMENT 

The given constraints (4) and (5) will be included directly using the projection 
technique. It means that the problem (l) —(5) is being solved, in principle, as being 
unconstrained with respect to u(t) and n. The new estimates of u(t), n are always 
tested whether or not (4) and (5) are met. If not, those parts of u(t) and n, which are 
overlapping U(t) and 77, are simply neglected. The efficiency of such an approach 
strongly depends on the concrete form of U(t) and 77. However, there exists a number 
of practically important cases, where these sets are given as parallelepipeds, balls, 
spheres, etc., when the required projection is easily performed. 

More exactly, for a given u(t) its projection on U(t) is defined as 

(10) u*(t) = proj {u(t) | V(t)} = 

= {veU(t) | \\u(t) - v\\ S \\u(t) - v\\, veU(t)} , 

where || • | is the Euclidean norm. Otherwise speaking, u*(t) is the "nearest" point 
of the set U(t) to u(t). To simplify some further considerations we assume that such 
a unique u*(t) always exists. Similar considerations hold also for 77. 

5. MODIFIED ALGORITHM 

Here the subscripts G and R will be used to distinguish gradient and restoration 
phases in the following algorithm. 



STEP 1. Select the initial solution estimates x(t), u(t), n and evaluate P according 
to (8). If P < sP (sP is the permitted constraints error), then continue with Step 2; 
else go to Step 4. 

STEP 2. Set Q = 0, a = 1 for the gradient phase and solve (7). Using the resulting 
AG(t), BG(t), CG, Ac(t), \iG form the one-parameter family of new solution estimates 

x(t) + ac AG(t), u(t) + a c BG(t) , n + aGCc 

and the functional J(<xG) and P(aG). The gradient stepsize aG is to be chosen such that 
J(ac) < J(6) to guarantee the convergence, and P(aG) < zG to limit the excessive 
constraints violation during the gradient phase. Satisfactory <x% is obtained by employ­
ing a bisection process starting from a suitably selected reference stepsize a c (deter­
mined by quadratic or cubic interpolation of J(<xG)). 

STEP 3. Compute the feasible control and parameter changes during the gradient 
phase 

Au*(t) = proj {u(t) + aS BG(t) | V(t)} - u(t), 

An* = proj {n + aGCG 177} - n 

and the corresponding Ax*(t) from the equation 

Ax* = (pT
xAx* + (pT

uAu* + cplAn* , (Ax*)0 = 0 . 

Then set 

x(t) = x(t) + Ax*(t) , u(t) & u(t) + Au*(t) , n = n + An* 

and go to Step 6. 

STEP 4. Set Q = 1, a = 0 for the restoration phase and solve (7). Using the resulting 
AR(t), BR(t), CR, AR(t), fiR form the one-parameter family of the corrected solution 
estimates 

x(t) + xR AR(t) , u(t) + aR BR(t) , n + ccRCR 

and the functional P(aR). The restoration stepsize aK is to be chosen such P(aK) < 
< P(0), to reduce the constraints violation. Satisfactory a*, is obtained by emploing 
a bisection process starting from the reference stepsize <xR = 1. 

STEP 5. Compute the feasible control and parameter changes during the restoration 

phase 

Au*(t) = proj {u(t) + a* BR(t) \ U(t)} - u(t), 

An* = proj [n + a*C*. | 77} - n 

and the corresponding Ax*(t) from,the equation 

Ax* = (pT
xAx* + (p[Au* + (pT

KAn* , (Ax*)0 = 0 . 



186 Then set 

x(t) = x(t) + Ax*(t) , u(t) = u(t) + Au*(f) , 7t = n + An* 

and go to Step 6. 

STEP 6. Evaluate P according to (8). If P S sP, then continue with Step 7; else 
go to Step 4. 

STEP 7. Compute the functional I according to (l) and compare this value with the 
value I stored after completion of the preceding gradient-restoration cycle. If I < I, 
then continue with Step 8; else set aG = aG/2 and go to Step 3. 

STEP 8. Compute 

Au(t) = u(t) = u(t) , An = n - n , 

where u(t), n are stored values after completion of the preceding gradient-restoration 
cycle. Compute the functional 

S = í N(Лu)dt + N(Лn) 

If S = es (es is the stopping condition), then stop the computations; else go to Step 2 
and start the new gradient-restoration cycle. 

6. EXAMPLE 

Minimize the functional 

7 = I (u? + ul)dt = J V + «!) 
subject to the differentia] constraints 

X l = X2 + M 1 U 2 » 

X 2 = Xj + U 2 , 

the boundary conditions 

x.(0) = x2(0) = 1 , Xl(l) = x 2 (l) = 0 

and the control constraints 

- 2 = ut(t) g 1-5, i = 1,2, * e [ 0 , 1 ] . 

The nominal estimates 

*i(0 = »a(0 = 1 - t, «i(0 = «2(0 = 0, ^6 [0,1], 

were applied with eP = 10" 6 , e s = 1 0 - 4 and eG = 1. 



Table 1. Convergence history of the algorithm for the illustrative example. 

N* * R / P S 

0 
1 

3 

2 

5 

7 

9 

3-5286456 
2-8043016 
2-7640325 
2-7639796 

0-9 X 10~ 6 

0-4 X 10~ 6 

0-6 X 10~ 8 

0-8 X 10~ 6 

0-2 X Ю1 

0-8 X 10° 
0-3 X 10~ 3 

0-5 X 10~ 4 

The described algorithm was implemented on the IBM 370/135 computer in double-
precision arithmetic. The integration was performed using the modified Euler 
method and the interval of integration was divided into 50 steps. For the solution 
of (7) the method of particular solutions [1, 2] was used. The definite integrals were 

VU2 

. 
1 

. 

X u j d ) -

n : 
0 0,5 t 1. 

-1 - y^f\ -

-2 

Fig. 1. Control histories for the illustrative example. 

computed using Simpson's rule. Algorithm converged in overall 3 gradient-restora­

tion cycles. More details can be found in Table 1, where N* denotes the current 

cycle and NR is number of restoration phases per cycle. Other symbols were intro­

duced earlier. Quadratic interpolation was always applied to determine aG. One 

bisection occured during the first restoration phase in the last two cycles. The ob­

tained time histories for both control variables are depicted in Fig. 1. 



7. CONCLUDING REMARKS 

The described algorithm provides an alternative treatment of control constraints 

using the original sequential gradient-restoration algorithm [1]. It enables the exact 

satisfaction of the given constraints, which is not necessarily true when applying 

the indirect approach [2]. The more detailed description of the suggested algorithm 

will be published elsewhere [4]. 

(Received November 3, 1977.) 
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