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Abstract. In the paper, the notion of relative polarity in ordered sets is introduced and the
lattices of R-polars are studied. Connections between R-polars and prime ideals, especially
in distributive sets, are found.
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Introduction

Polarity is a useful tool for studying the properties of many mathematical struc-
tures. For example (see [1]), in the theory of lattice ordered groups (that means

groups endowed with a lattice order relation compatible with the binary group op-
eration), the normality of polars yields that a given lattice ordered group belongs

to the variety generated by linearly ordered groups, etc. Polars (and their general-
izations) have been studied also for lattices in [16], semilattices in [17], and for the
general case in [24]. This paper is a generalization of results obtained in [15].

The notion of a distributive ordered set was introduced in [6] and [18] and the

theory of such ordered sets has been recently intensively developed.

In the paper, R-polars of ordered sets are defined and some structural properties
of them are found. Especially, R-polars in distributive ordered sets in connection

with prime and minimal prime ideals are studied.
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0. Basic notions and properties

In the theory of ordered sets, the problem of their classifications is very important.
The study of order varieties due to D. Duffus and I. Rival [5] represents one of the

possibilities. A generalization of the classification used in the lattice theory, where
classes of lattices are determined by conditions concerning lattice terms (varieties,
quasivarieties), is another possibility.

In the theory of lattices, formulations of such conditions are based on using the
binary lattice operations join and meet that are determined by the order relation,

and this makes it possible to study lattices as special cases of algebras. However,
these binary operations are not defined for ordered sets in general. Nevertheless,

many of conditions imposed on lattices can be reformulated also for arbitrary sets if
one uses the lower and upper cones of subsets instead of the lattice operations.

Definition. Let S = (S, �) be an ordered set and let A ⊆ S. Then the upper

cone (lower cone) of A in S is the set U(A) (L(A)) such that

U(A) = {x ∈ S ; a � x for each a ∈ A} and, dually,
L(A) = {x ∈ S ; x � a for each a ∈ A}.

If A = {a1, . . . , an} is a finite subset of S, then we will write briefly U(A) =
U(a1, . . . , an) and L(A) = L(a1, . . . , an). If A, B ⊆ S then we put U(A, B) =

U(A ∪B) and L(A, B) = L(A ∪B). It is reasonable to set L(∅) = U(∅) = S.

If, for instance, B = {b}, then we write U(A, b) instead of U(A, {b}), etc. To
simplify expressions, we use LU(A) instead of L(U(A)) and similarly, UL(A) instead

of U(L(A)).
Using the LU language, the notions of distributive and modular ordered sets have

been introduced in [18]. (For distributivity see also [6].)

Definition. An ordered set S is called
a) distributive if ∀ a, b, c ∈ S; L(U(a, b), c) = LU(L(a, c), L(b, c));

b) modular if ∀, a, b, c ∈ S; a � c ⇒ L(U(a, b), c) = LU(a, L(b, c)).

Both notions are self-dual. Moreover, by [14], the distributive law holds not only
for any triple a, b, c in S but, more generally, also for any elements a, b1, . . . , bn in S

(n ∈ �),
L(a, U(b1, . . . , bn)) = LU(L(a, b1), . . . , L(a, bn))

and, dually,
U(a, L(b1, . . . , bn)) = UL(U(a, b1), . . . , U(a, bn))

are satisfied, see e.g. [14].
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If S is a lattice then S is distributive (modular) as a lattice if and only if it is

distributive (modular) as an ordered set.
The distributive and modular ordered sets were characterized in [4] by means of

forbidden subsets. The results in this direction were further developed in [20] and

[21] for the case of semilattices using forbidden subsemilattices.
Many results formulated in the language of upper and lower cones have been

obtained for ordered sets in general, especially, for distributive ordered sets and their
classes (Boolean, pseudocomplemented, Stone ordered sets) for example in [8]–[15],

[2], [3], [19], [22], [23]. (See also below.)

Definition. A subset I ⊆ S of an ordered set S is called an ideal if

LU(x, y) ⊆ I whenever x, y ∈ I.

Remark. a) If S is a lattice then ∅ �= I ⊆ S is an ideal in the ordered set S if
and only if I is an ideal in the lattice S.

b) If an ordered set has no least element then the empty subset ∅ is an ideal in S.

Definition. If S is an ordered set then
a) I ⊆ S is called an s-ideal if

LU(M) ⊆ I for every finite subset M ⊆ I;

b) an ideal I ⊆ S is called a prime ideal if S �= I �= ∅ and if

L(x, y) ⊆ I implies x ∈ I or y ∈ I.

Remark. If S is a lattice, then the notions of an ideal and an s-ideal coincide for

∅ �= I �= S.

Properties and mutual relations among such types of ideals have been studied in
detail in [15].

Example 0.1. Let S be an ordered set with the diagram in Figure 0.1 (see
also [15]). Then I = {a, b, c} is an ideal of S that is not an s-ideal because of

LU(a, b, c) = S �⊆ I.

a b c
�

Fig. 0.1
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Let us denote by Id(S) the set of all ideals of S and by S Id(S) the set of all s-ideals

of S. Both (Id(S),⊆) and (S Id(S),⊆) are complete lattices with the least element
∅ and the greatest element S in which meets coincide with set intersections. These
lattices are algebraic and also constructions of joins are described (see e.g. [15], [19]).

If S is an ordered set and a, b ∈ S, then the set

〈a, b〉 = {x ∈ S ; UL(a, x) ⊇ U(b)}

is called the annihilator in S defined by the ordered pair (a, b).

Remark. a) It is evident that an element x ∈ S belongs to an annihilator 〈a, b〉
if and only if

∀ w ∈ S : (w � a, w � x)⇒ w � b.

This means, if S is a ∧-semilattice then x ∈ 〈a, b〉 if and only if b � a ∧ x.
b) If 〈aγ , bγ〉 ∈ S, γ ∈ Γ �= ∅, is a family of annihilators in S, then the set

intersection of this family need not be an annihilator in S.

Definition. A subset C ⊆ S is called an indexed annihilator in S if C is the

intersection of a family of annihilators in S.

Remark. C ⊆ S is an indexed annihilator in S if and only if there exist elements
aγ , bγ ∈ S, γ ∈ Γ �= ∅, such that

C = {z ∈ S ; UL(z, aγ) ⊇ U(bγ) for each γ ∈ Γ}.

Let IA(S) denote the set of all indexed annihilators in S. In [3, Theorem 1] it

is proved that (IA(S),⊆) is a complete lattice with the greatest element S where
meets coincide with set intersections. By [3, Theorem 5], the complete lattice IA(S)

is pseudocomplemented with the pseudocomplement

A∗ = {x ∈ S ; UL(a, x) = S for each a ∈ A}

for every A ∈ IA(S).
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1. Lattices of R-polars of ordered sets

Definition. Let S be an ordered set, x, y ∈ S and R ⊆ S. Then x and y are

called R-orthogonal (notation x ⊥R y) whenever L(x, y) ⊆ LU(R). In a special case
R = L(S) we call these two elements orthogonal and denote the fact by the symbol

⊥, see [15].

Remark. a) The definition of orthogonality can be also reformulated as follows:
(i) If S has the least element 0 then x ⊥ y if and only if inf{x, y} exists and

inf{x, y} = 0.
(ii) If S is lower unbounded then x ⊥ y if and only if L(x, y) = ∅.
b) Many authors have also studied ordered sets with orthogonality as generaliza-

tions of ortholattices. That is, a system S = (S, �, 1, δ) is called an ordered set with
orthogonality if (S, �) is an ordered set, 1 is the greatest element in S and δ : S → S

is a mapping that assigns to any element s ∈ S an element sδ ∈ S such that

1. ∀ s ∈ S ; (sδ)δ = s,

2. ∀ s, t ∈ S ; s � t ⇒ sδ � tδ,

3. ∀ s ∈ S ∃ sup{s, sδ} and sup{s, sδ} = 1.

In this case there exists also inf{s, sδ} and inf{s, sδ} = 0. Then sδ is called the
δ-orthogonal complement of s. Further, an element z ∈ S is called δ-orthogonal

to s ∈ S (notation zδs) if z � sδ. It is obvious that if S is an ordered set with
orthogonality then L(xδ) ⊆ x⊥ (see definition below). But the notion of orthogonal

elements is more general than that of δ-orthogonal elements. It is applicable also to
ordered sets without 0 and 1 and the orthogonal elements to s need not form the

lower cone of any element.

From now on, let R be an arbitrary but fixed subset of S.

Definition. If S is an ordered set andX ⊆ S, then the setX⊥
R = {y ∈ S ; y ⊥R x

for all x ∈ X} is called the R-polar of X (or the polar of X relative to R) in S. In
a special case R = L(S) the R-polar is called simply the polar. Properties of polars

were in detail investigated in [15].

For x ∈ S we will write x⊥R instead of {x}⊥R.

Definition. A subset X ⊆ S is called an R-polar in S if there exists Y ⊆ S such
that X = Y ⊥

R .

Let us note that for X ⊆ S we have X⊥
R = S if and only if X ⊆ LU(R).

Let us denote the set of all R-polars in S by PolR(S). It is evident that X ∈
PolR(S) if and only if X = (X⊥

R )
⊥
R = X⊥⊥

R .
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Theorem 1.1. If S is an ordered set, then PolR(S) forms, with respect to set

inclusion, a complete lattice in which meets coincide with set intersections and where

joins satisfy: if X, Y ∈ PolR(S), then

X ∨ Y = (X⊥
R ∩ Y ⊥

R )
⊥
R.

�����. If Xα ∈ PolR(S), α ∈ Λ, then
⋂
{Xα ; α ∈ Λ} =

(⋃
{Xα ; α ∈ Λ}

)⊥
R

.

Clearly, S = ∅⊥R ∈ PolR(S). It is easy to prove that ⊥⊥ is a closure operator on S

and that the closed sets are precisely the R-polars. �

If X ⊆ S, denote by A(X) the indexed annihilator generated by X . Recall the

construction of A(X) shown in [3, Construction]. Let a ∈ S. Consider the set Ba =
{bγa ∈ S ; UL(a, x) ⊇ U(bγa) for each x ∈ X} and denote Ba = {bγa ; γa ∈ Γa}.

Lemma 1.2 ([3, Construction]). Let X ⊆ S and let Aa =
⋂{〈a, bγa〉 ; γa ∈ Γa}

for each a ∈ S. Then A(X) =
⋂{Aa ; a ∈ X}.

Now, we will show that every R-polar is the R-polar of some indexed annihilator.
Namely, we have

Theorem 1.3. If X ⊆ S, then X⊥
R = (A(X))

⊥
R .

�����. Since X ⊆ (X), X⊥
R ⊇ (A(X))⊥R. Let now w ∈ X⊥

R be an arbitrary

element. Then L(w, x) ⊆ LU(R) for each x ∈ X . Consider an arbitrary element
z ∈ A(X). By Lemma 1.2 we have z ∈ 〈a, bγa〉 for each a ∈ S and each bγa ∈
Ba = {y ∈ S ; L(a, x) ⊆ L(y) for each x ∈ X}. If we put a = w, then Bw = {y ∈
S ; L(w, x) ⊆ L(y) for all x ∈ X}. Consider an arbitrary element q ∈ U(R). Then

L(w, x) ⊆ LU(R) ⊆ L(q) for each x ∈ X , so Bw ⊇ L(R). But this means that
z ∈ 〈w, q〉 for each q ∈ U(R), so L(z, w) ⊆ L(q), and thus L(z, w) ⊆ ⋂{L(q) ; q ∈
U(R)} = LU(R). This yields w ⊥R z, and so w ∈ (A(X))⊥R . �

Lemma 1.4. Every subset of S of the form LU(R) is an indexed annihilator. If
X ⊆ S and AR(X) = A(X) ∨ LU(R) in IA(S), then

X⊥
R = (AR(X))⊥R.

�����. If U(R) = ∅ then LU(R) = L(∅) = S and LU(R) is an indexed
annihilator. Evidently, if U(R) �= ∅ then LU(R) =

⋂{L(z) ; z ∈ U(R)} and L(z) =
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⋂{〈s, z〉 ; s ∈ S}. This implies LU(R) =
⋂{〈s, z〉 ; s ∈ S, z ∈ U(R)}, so LU(R) is

an indexed annihilator again.
Since LU(R) is an indexed annihilator, AR(X) ∈ IA(S). It is clear that AR(X) =

A(X ∪ LU(R)) and (LU(R))⊥R = S, hence by Theorem 1.3,

(AR(X))⊥R = (A(X ∪ LU(R))⊥R = (X ∪ LU(R))⊥R = X⊥
R ∩ (LU(R))⊥R = X⊥

R .

�

Lemma 1.5. The interval [LU(R), S] in the lattice IA(S) is a pseudocomple-

mented lattice with the pseudocomplement B⊥
R for B ∈ [LU(R), S].

�����. By Lemma 1.4 the set A = LU(R) belongs to IA(S). Evidently,

B⊥
R = {y ∈ S ; L(y, b) ⊆ A for every a ∈ A} ⊇ A, and, moreover, B⊥

R =
⋂{〈b, w〉 ;

b ∈ B, w ∈ U(R)}, i.e. B⊥
R ∈ IA(S). Let us show that B ∩ B⊥

R = A. If z ∈ B,

z ∈ B⊥
R = {y ∈ S ; L(y, b) ⊆ A for every b ∈ B}, then for y = z = b we have

L(z) ⊆ LU(R), so z ∈ LU(R). If B ∩ C = A holds for some C ∈ [A, S] then for

b ∈ B, c ∈ C we have L(b, c) ⊆ A, i.e. c ∈ B⊥
R , C ⊆ B⊥

R . �

The following lemma is a direct consequence of [7, Theorem 1.6.4].

Lemma 1.5. Let B([LU(R), S]) be the set of all Boolean elements of the pseudo-

complemented lattice [LU(R), S] (that is, the elements of B([LU(R), S]) are precisely
X∗, X ∈ [LU(R), S]). Then B([LU(R), S]) with the operations X ∧ Y = X ∩ Y ,

X ∨ Y = (X∗ ∩ Y ∗)∗

is a Boolean lattice.

Now we can compare the lattices PolR(S) and B([LU(R), S]).

Theorem 1.6. The lattices PolR(S) and B([LU(R), S]) are isomorphic.

�����. Define a mapping f : PolR(S)→ B([LU(R), S]) as follows:

∀ X ⊆ S ; f(X⊥
R ) = (AR(X))

∗.

a) If X, Y ⊆ S and X⊥
R = Y ⊥

R , then (AR(X))⊥R = (AR(Y ))⊥R by Lemma 1.4 and

thus (AR(X))∗ = (AR(Y ))∗. Therefore, f is defined correctly.
b) f is evidently surjective.

c) If X, Y ⊆ S and (AR(X))∗ = (AR(Y ))∗, then X⊥
R = (AR(X))⊥R = (AR(Y ))⊥R =

Y ⊥
R , hence f is also injective.
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d) If X, Y ⊆ S, then

f(X⊥
R ∩ Y ⊥

R ) = f((X ∪ Y )⊥R) = (AR(X ∪ Y ))∗ = (AR(X ∪ Y ))⊥R = (X ∪ Y )⊥R

= (X⊥
R ∩ Y ⊥

R ) = (AR(X))⊥R ∩ (AR(Y ))⊥R = f(X⊥
R ) ∩ f(Y ⊥

R ).

Because the join is defined in both lattices by the meet in the same way, f respects

also joins.
Therefore, f is an isomorphism of PolR(S) onto B([LU(R), S]). �

Corollary 1.7. For any ordered set S,PolR(S) is a Boolean lattice.

2. Polars and prime ideals of distributive ordered sets

In this section we will study R-polars in distributive ordered sets. Nevertheless,
although for lattices the distributivities of S and Id(S) are equivalent, there are

distributive ordered sets with non-distributive lattices of ideals (see [14], [15]).
An ordered set S is called ideal-distributive if Id(S) is a distributive lattice. By [14],

every ideal-distributive set is distributive. On the other hand, there are distributive
sets that are not ideal-distributive.

Example 2.1. Consider a distributive ordered set S with the diagram in Fig-

ure 2.1 (see also [15]). Denote I1 = L(e′), I2 = {a, b, c, d}, I3 = L(d′). We have
I1 ⊃ I2, but I3 ∩ I1 = {a, b, c} = I3 ∩ I2, I1 ∨ I3 = S = I2 ∨ I3, hence S (by [18]) is

not even modular, and therefore it is not distributive.

a b c d e

a′ b′ c′ d′ e′

�
Fig. 2.1

Let us recall the following lemma from [15]:

Lemma 2.1 (see [15]). Let S be an ideal-distributive set. Then the proper ideal

I ⊂ S is prime if and only if I is a meet-irreducible element of Id(S).

Theorem 2.2. Let S be a distributive set and let A ⊆ S. If S is ideal-distributive

and A⊥
R �= S then A⊥

R is equal to the intersection of all prime ideals in S containing

LU(R) and not containing A.
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�����. Let x ∈ A⊥
R, that is L(a, x) = LU(R) for each a ∈ A. Let P ⊇ LU(R)

be a prime ideal in S such that A � P . Then there exists an element a ∈ A \ P .
For a we have L(a, x) = LU(R) ⊆ P , and since P is a prime ideal, x ∈ P . Hence
A⊥

R ⊆ P .

Conversely, let x /∈ A⊥
R. Let us show that there exists a prime ideal Px with

Px ⊇ LU(R), x /∈ Px and A � Px. Since x /∈ A⊥
R, there exists an element a ∈ A such

that L(a, x) � LU(R), which implies the existence of b ∈ L(a, x) \LU(R) (evidently,
L(b) �= L(S)). By Zorn’s lemma there exists a maximal ideal I containing LU(R)

and not containing b. Let us show that I is a prime ideal. If not, then I = I1 ∩ I2
for some I1, I2 ∈ Id(S), I1, I2 ⊃ I. But then b /∈ I1, b /∈ I2. By the maximality of I

we infer I1 = I2 = S, so I = S, a contradiction. Now, because b /∈ I, we have a /∈ I,
x /∈ I, so I = Px is a prime ideal not containing x and A. �

Theorem 2.3. Any R-polar in a distributive ordered set is an s-ideal.

�����. Let A ⊆ S, x1, . . . , xn ∈ A⊥
R , and let z ∈ LU(x1, . . . , xn). Then

L(xi, a) ⊆ LU(R) for each i ∈ {1, . . . , n}. Hence the distributivity of S yields

UL(a, z) = U(L(a) ∩ L(z)) ⊇ U(L(a) ∩ LU(x1, . . . , xn)) = UL(a, U(x1, . . . , xn))

= ULU(L(a, x1), . . . , L(a, xn)) ⊇ ULU(R) = U(R),

thus L(a, z) = LU(R), i.e. z ∈ A⊥
R. �

Now we will characterize minimal elements in the set of all prime ideals containing

the set LU(R) �= S in finite ideal-distributive sets. By a minimal prime ideal con-
taining LU(R) we mean the minimal element in the set of all prime ideals containing

LU(R).

Lemma 2.4. Let S be a finite ideal-distributive ordered set. If P is a minimal

prime ideal in S containing LU(R), then for any y ∈ S we have

y ∈ P ⇒ y⊥R � P.

�����. Let y ∈ P and let y⊥R ⊆ P . Since S is finite, by Theorem 2.2, y⊥R is the
intersection of all prime ideals not containing y and containing LU(R), i.e.

y⊥R =
⋂
{Pi ; Pi ⊇ LU(R), i ∈ {1, . . . , n}},

where Pi, i ∈ I, are all prime ideals in S that do not contain y and contain LU(R).
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Hence clearly
⋂{Pi ; i ∈ I} ⊆ P . The ideal-distributivity implies

P = P ∨
(⋂

{Pi ; i ∈ I}
)
=

⋂
{(P ∨ Pi ; i ∈ I)}.

By Lemma 2.1 any prime ideal is meet-irreducible in Id(S), thus P = P ∨ Pi for
some i, therefore P ⊇ Pi. But, by assumption, y ∈ P , y /∈ Pi, hence P �= Pi, a

contradiction with the minimality of P . �

Lemma 2.5. If P ⊇ LU(R) is a prime ideal in an ordered set S with the property

y ∈ P ⇒ y⊥R � P , then P =
⋃{x⊥R ; x /∈ P}.

�����. If z ∈ x⊥R , where x /∈ P , then L(x, z) ⊆ LU(R) ⊆ P , and since P is a

prime ideal, z ∈ P . Therefore
⋃{x⊥R ; x /∈ P} ⊆ P .

Conversely, let p ∈ P . Then, by assumption, p⊥R � P . Hence there exists z ∈ p⊥R
with z /∈ P . This implies p ∈ z⊥R and z /∈ P , therefore P ⊆ {x⊥R ; x /∈ P}. �

Lemma 2.6. Let P ⊇ LU(R) be a prime ideal in an ordered set S. If P =⋃{x⊥R ; x /∈ P}, then P is a minimal prime ideal in S containing LU(R).

�����. Suppose that there exist a prime ideal P1 ⊆ P , P1 ⊇ LU(R), and an
element p ∈ P \ P1. Then p ∈ x⊥R, i.e. x ∈ p⊥R, for some element x /∈ P . But P1 is a

prime ideal and p /∈ P1, hence p⊥R ⊆ P1. Thus x ∈ p⊥R ⊆ P1 ⊆ P , a contradiction. �

As a direct consequence of Lemmas 2.4, 2.5 and 2.6 we get

Theorem 2.7. Let S be a finite ideal-distributive ordered set and let P ⊇ LU(R)
be a prime ideal in S. Then the following conditions are equivalent:

(i) P is a minimal prime ideal containing LU(R);

(ii) P =
⋃{x⊥R ; x /∈ P};

(iii) if y ∈ P , then y⊥R � P .

By Theorem 1.3, we know, that X⊥
R = (A(X))

⊥
R for any ordered set S and for

any X ⊆ S, that means any R-polar in S is the polar of an appropriate indexed
annihilator. Now, let us show that in the case of distributive ordered sets this result
can be simplified.

Lemma 2.8. If S is a distributive ordered set and X ⊆ S, then

X⊥
R = (Id(X))

⊥
R = (S Id(X))

⊥
R.
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�����. By [3, Theorem 2], an ordered set S is distributive if and only if any

indexed annihilator in S is an ideal. Hence in our case A(X) is an ideal and clearly
A(X) ⊇ Id(X) ⊇ X . This implies

X⊥
R ⊆ (Id(X))⊥R ⊆ (A(X))⊥R = X⊥

R ,

so X⊥
R = (Id(X))

⊥
R. But by [15], every annihilator is an s-ideal, thus, in the same

way, we get X⊥
R = (S Id(X))

⊥
R. �

Remark. The assertion of Lemma 2.8 need not by valid in any non-distributive
ordered set. For instance, an ordered set S depicted in Figure 2.2 is non-distributive
and for X = {a, b, c} ⊆ S we have X⊥ = {x}, but (S Id(X))⊥ = S⊥ = ∅.

a b c x
�

Fig. 2.2

Theorem 2.9. Let I and J be ideals of an ordered set S. Then

(i) (I ∩ J)⊥⊥R = I⊥⊥R ∩ J⊥⊥
R ;

(ii) if S is distributive, then (I ∨Id J)⊥⊥R = I⊥⊥R ∨Pol J⊥⊥
R .

�����. (i) Since I, J ⊇ I ∩ J , we have (I ∩ J)⊥⊥R ⊆ I⊥⊥R ∩ J⊥⊥
R . Conversely, let

z ∈ I⊥⊥R ∩ J⊥⊥
R , q ∈ (I ∩ J)⊥R, i ∈ I, j ∈ J . Clearly, L(z, q) ⊆ I⊥⊥R ∩ J⊥⊥

R ∩ (I ∩ J)⊥R
and L(i, j) ⊆ I ∩ J . Hence we obtain

L(z, q, i, j) ⊆ (I ∩ J) ∩ (I ∩ J)⊥R ⊆ LU(R),

so L(z, q, i, j) ⊆ LU(R).

Let r be an arbitrary element in L(z, q, i). Then L(r) ⊆ L(z, q, i) and thus

L(r, j) ⊆ L(z, q, i, j) ⊆ LU(R).

This means r ⊥R j for any j ∈ J , therefore r ∈ J⊥
R . Further, r � z ∈ J⊥⊥

R implies
r ∈ J⊥⊥

R , hence r ∈ J⊥
R ∩ J⊥⊥

R , so L(r) ⊆ LU(R). This yields

L(z, q, i) ⊆ LU(R).
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Let m ∈ L(z, q). Then L(m, i) ⊆ L(z, q, i) ⊆ LU(R), thus m ⊥R i and therefore

m ∈ I⊥R . But m � z ∈ I⊥⊥R , hence m ∈ I⊥R ∩ I⊥⊥R , i.e. L(m) ⊆ LU(R). This implies
L(z, q) ⊆ LU(R), so z ⊥R q. Since q and z are arbitrary, we have

(I ∩ J)⊥⊥R ⊇ I⊥⊥R ∩ J⊥⊥
R .

(ii) From Lemmas 1.1 and 2.8 and from the fact that X⊥⊥⊥
R = XR for any X ⊆ S

we get

I⊥⊥R ∨Pol J⊥⊥
R = (I⊥⊥⊥R ∩ J⊥⊥⊥

R )⊥R = (I
⊥
R ∩ J⊥

R )
⊥
R = (I ∪ J)⊥⊥R = (I ∨Id J)⊥⊥R .

�

Corollary 2.10. If S is a distributive ordered set then the mapping which to any
I ∈ Id(S) assigns I⊥⊥R ∈ PolR(S) is a surjective lattice homomorphism of Id(S) onto
PolR(S).

Corollary 2.11. Let S be an ordered set and a, b ∈ S. Then

(i) a⊥⊥R ∩ b⊥⊥R = (L(a, b))⊥⊥R ;

(ii) if S is distributive, then a⊥⊥R ∨Pol b⊥⊥R = (LU(a, b))⊥⊥R .

�����. (i) By Lemma 2.8, a⊥⊥R ∩ b⊥⊥R = (L(a))⊥⊥R ∩ L(b))⊥⊥R . Hence, by
Theorem 2.9,

(L(a))⊥⊥R ∩ (L(b))⊥⊥R = (L(a) ∩ L(b))⊥⊥R = (L(a, b))⊥⊥R .

(ii) By Lemma 2.8, a⊥⊥R ∨Pol b⊥⊥R = (L(a))⊥⊥R ∨Pol (L(b))⊥⊥R and then by Theorem 2.9

we have

(L(a))⊥⊥R ∨Pol (L(b))⊥⊥R = (L(a) ∨Id L(b))⊥⊥R = (LU(a, b))⊥⊥R .

�
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3. Polars and prime ideals

Now, we will examine maximal and minimal R-polars in ideal-distributive ordered
sets and their connections with prime ideals.

Theorem 3.1. Let I �= ∅ be a linearly ordered ideal in an ordered set S. Then

for every element a ∈ I we have

a⊥R �= S ⇒ a⊥R = I⊥R .

�����. Clearly, a⊥R ⊇ I⊥R for every a ∈ I. Let x ∈ a⊥R \ I⊥R . Then L(a, x) ⊆
LU(R) and there exists an element b ∈ I such that L(b, x) �⊆ LU(R). Since I is a

chain, we have a < b or b < a.
For b < a we have LU(R) = L(a, x) ⊇ L(b, x), a contradiction. Hence a < b.

Further, there exists y ∈ L(b, x) such that y /∈ LU(R). By assumption b ∈ I,
hence also y ∈ I. We have L(a, y) ⊆ L(a, x) ⊆ LU(R). Both a and y belong to I,

therefore a and y are comparable, hence L(a, y) = L(a) or L(a, y) = L(y). The first
case means a ∈ LU(R) (i.e. a⊥R = I⊥R ) and the other y ∈ LU(R), so in both cases we

obtain a contradiction. �

Theorem 3.2. Let S be a distributive ordered set and I an ideal in S such that

a ∈ I and a⊥R �= S imply a⊥R = I⊥R . Then if I⊥R �= S, I⊥R is a prime ideal containing

LU(R).

�����. S is distributive, hence, by Theorem 2.3, I⊥R is an ideal. Let x, y ∈ S,

L(x, y) ⊆ I⊥R and let x /∈ I⊥R . Since a⊥R = I⊥R , for any a ∈ I with a⊥R �= S, we get
x /∈ a⊥R, that is L(a, x) � LU(R). Hence for every such a ∈ I there exists xa ∈ L(a, x)

with xa /∈ LU(R). Evidently xa ∈ I and at the same time xa /∈ I⊥R = (xa)⊥R.
Therefore, since xa � x and L(x, y) ⊆ I⊥R , we get xa /∈ L(y).

Now, suppose that y /∈ I⊥R . Then y /∈ (xa)⊥R , thus there exist elements ba ∈ L(xa, y)
such that ba /∈ LU(R). Hence ba � xa � x, ba � y, thus ba ∈ L(x, y) ⊆ I⊥R . Since

xa ∈ I, we also have ba ∈ I and so ba ∈ (ba)⊥R, a contradiction. Therefore x ∈ I⊥R or
y ∈ I⊥R . �

Lemma 3.3. Let S be an ideal-distributive set. If I ∈ Id(S) is such that I⊥R is a

prime ideal, then I⊥R is a minimal prime ideal containing LU(R).

�����. By Theorem 2.2, I⊥R is the intersection of all prime ideals not containing

I and containing LU(R). Clearly, I⊥R is a prime ideal which does not contain I

because in this case I ⊆ LU(R) and so I⊥R = S. If J is a prime ideal such that

J ⊆ I⊥R and J ⊇ LU(R), then I � J (otherwise I ⊆ J ⊆ I⊥R ), hence I⊥R ⊆ J . This
implies J = I⊥R , and so I⊥R is a minimal prime ideal containing LU(R). �
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Lemma 3.4. If S is an ordered set and I ∈ Id(S) is such that I⊥R is a prime ideal,

then I⊥R is a maximal R-polar.

�����. Let I⊥R ⊆ J⊥
R �= S for some J ⊆ S. Let c ∈ J⊥

R \ I⊥R . Then L(c, b) ⊆
LU(R) for every b ∈ J , hence L(c, b) ⊆ LU(R) ⊆ I⊥R . Since I⊥R is a prime ideal and
c /∈ I⊥R , we have b ∈ I⊥R . This yields J ⊆ I⊥R ⊆ J⊥

R , so J⊥
R = S, a contradiction. �

Lemma 3.5. An R-polar I⊥R is maximal in PolR(S) if and only if I
⊥⊥
R is minimal

in PolR(S).

�����. Suppose I⊥⊥R is not minimal. Let J⊥
R ∈ Pol(S), J⊥

R �= LU(R), be such

that J⊥
R ⊆ I⊥⊥R , J⊥

R �= I⊥⊥R . Let z ∈ I⊥⊥R \ J⊥
R . Then z ⊥R k for every k ∈ I⊥R , and

there exists j ∈ J with z /∈ j⊥R . Clearly, j ∈ J⊥⊥
R \ I⊥R , hence J⊥⊥

R ⊇ I⊥R , J
⊥⊥
R �= I⊥R .

Furthermore, J⊥⊥
R �= S, because in the opposite case J⊥

R = S⊥
R = LU(R). Therefore

the R-polar I⊥⊥R is minimal.

The proof of the converse implication is similar. �

The following theorem is a consequence of Theorems 3.1 and 3.2 and Lemmas 3.3,

3.4, 3.5.

Theorem 3.6. Let S be an ideal-distributive ordered set S and let I ∈ Id(S).
Let us consider the following conditions:

(1) There exists a linearly ordered ideal J ∈ Id(S) such that J⊥
R �= S (i.e. J �⊆

LU(R)) and J⊥
R = I⊥R .

(2) i⊥R = I⊥R for any i ∈ I such that i⊥R �= S.

(3) I⊥R is a prime ideal.

(4) I⊥R is a minimal prime ideal containing LU(R).

(5) I⊥R is a maximal R-polar.

(6) I⊥⊥R is a minimal R-polar.

Then (1) implies (2) and the conditions (2)–(6) are equivalent.
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