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Abstract. In this paper we establish some oscillation or nonoscillation criteria for the
second order half-linear differential equation

(r(t)Φ(u′(t)))′ + c(t)Φ(u(t)) = 0,

where
(i) r, c ∈ C([t0,∞), � := (−∞,∞)) and r(t) > 0 on [t0,∞) for some t0 > 0;
(ii) Φ(u) = |u|p−2u for some fixed number p > 1.
We also generalize some results of Hille-Wintner, Leighton and Willet.

Keywords: oscillatory, nonoscillatory, Riccati differential equation, Sturm Comparison
Theorem

MSC 2000 : 34C10, 34C15

0. Introduction

In this paper we discuss the nonoscillatory property of the solutions of the second

order linear differential equation

(1) (r(t)u′(t))′ + c(t)u(t) = 0

and the second order half-linear differential equation

(2) (r(t)Φ(u′(t)))′ + c(t)Φ(u(t)) = 0,

where
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(i) r, c ∈ C([t0,∞), � := (−∞,∞)) and r(t) > 0 on [t0,∞) for some t0 > 0;
(ii) Φ(u) = |u|p−2u for some fixed number p > 1.
Clearly, if p = 2, then (2) reduces to (1). By a solution of (2) we will mean a

real-valued function u(t) which is not identically zero on [t0,∞) and satisfies (2).
Equation (1) or (2) is said to be nonoscillatory on [t0,∞) if no solution of equa-

tion (1) or (2) vanishes more than once in this interval. The equation (1) or (2) will

be said to be oscillatory if one (and therefore all) of its solutions have an infinite
number of zeros on [t0,∞).
Our main concern will be to obtain nonoscillatory (or oscillatory) criteria for

equation (1) or (2), that is, conditions on the functions r(t), c(t) and Φ from which
conclusions may be drawn as to the nonoscillatory (or oscillatory) character of equa-
tion (1) or (2). There exists an extensive literature on this subject, see, for example,

[1]–[19]. In [11], Li and Yeh obtained some nonoscillatory criteria for the second
order differential equation (1) by using the substitution w(t) = u(t)/

√
a(t). In

this note, we will first use another method which transforms the second order lin-
ear differential equation (1) into a Riccati differential equation and then establish a

nonoscillatory characterization for equation (1). Using this result, we improve some
results from [5], [6], [11], [14], [16], [18], [19] and we also give an alternative proof of

the Hille-Wintner Comparison Theorem for equation (1). In the second section, we
extend the Leighton oscillation criterion, the Sturm Comparison Theorem and the

Hille-Wintner Comparison Theorem from equation (1) to the second order half-linear
differential equation (2). For other related results, we refer to [2], [10] and [12].

1. Oscillation criteria for equation (1)

Let u(t) be a solution of (1). Taking into account the Kummer transformation
(see [7] or [19]), we define

w(t) =
u(t)√
a(t)

on [t0,∞),

where a(t) ∈ C2([t0,∞), (0,∞)) is a given function. Then (1) is transformed into

(3) (a(t)r(t)w′(t))′ + ϕ(t)w(t) = 0,

where ϕ(t) := a(t)[c(t) + r(t)f 2(t) − (r(t)f(t))′ ] and f(t) := −a′(t)/2a(t). Hence,
equations (1), (3) and the following differential equation are equivalent:

(4) (a1(t)a(t)r(t)v′(t))′ + a1(t)[ϕ(t) + a(t)r(t)g2(t)− (a(t)r(t)g(t))′ ]v(t) = 0,

where a1(t) ∈ C2([t0,∞), (0,∞)) and g(t) = −a′1(t)/2a1(t) on [t0,∞).
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Using these equivalent relations, Li and Yeh [11] established the following nonoscil-

latory characterization for equation (1) as follows:

Theorem A. Equation (1) is nonoscillatory if and only if one of the following
conditions holds:

(a) There exists a function f ∈ C([T,∞), � ) for some T > t0 such that

c(t) + r(t)f2(t)− (r(t)f(t))′ 6 0 on [T,∞).

(b) There is a function v ∈ C1([T,∞), � ) for some T > t0 such that

ϕ(t) + a(t)r(t)v2(t)− (a(t)r(t)v(t))′ 6 0, t > T,

where a(t) ∈ C2([t0,∞), (0,∞)) is a given function and ϕ(t) = a(t)[c(t)+r(t)f 2(t)−
(r(t)f(t))′].

Clearly, condition (b) is condition (a) if a(t) = 1. We also have the following
observation:
If c(t) 6 0 for t large enough, then equation (1) is nonoscillatory. Suppose that

“c(t) 6 0 for t large enough” does not hold. If we can find a, a1 ∈ C2([t0,∞), (0,∞))
such that the coefficient at w(t) and v(t) in (3) or (4) is nonpositive, then equation (1)
is nonoscillatory.
Using Theorem A, Li and Yeh [11] obtained many nonoscillatory criteria for equa-

tion (1). In this section we use another method to derive Theorem A. Using this
result, we establish some nonoscillatory criteria which generalize some results of [5],

[6] and [11]. An alternative proof of the Hille-Wintner Comparison Theorem [14],
[15] is also given.

Throughout this section, we assume that a(t) ∈ C2([t0,∞), (0,∞)) is a given
function,

ϕ(t) := a(t)[c(t) + r(t)f2(t)− (r(t)f(t))′] := a(t)
(
c(t) +

v2(t)
r(t)

+ v′(t)
)
.

Here f(t) := −a′(t)/2a(t) and v(t) := −r(t)f(t).
As stated above, for a given function a1 ∈ C2([t0,∞), (0,∞)), the second order

differential equation

(5) (r1(t)u′(t))′ + c1(t)u(t) = 0

is equivalent to the second order linear differential equation

(6) (a1(t)r1(t)w′(t))′ + ϕ1(t)w(t) = 0,
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where r1, c1 ∈ C([t0,∞), � ) with r1(t) > 0 on [t0,∞),

ϕ1(t) := a1(t)[c1(t) + r1(t)f2
1 (t)− (r1(t)f1(t))′].

Here f1(t) := −a′1(t)/2a1(t).
In order to prove our main result, we need the following Sturm Comparison The-

orem:

Theorem B (Sturm Comparison Theorem). Let a(t)r(t) > a1(t)r1(t) and ϕ(t) 6
ϕ1(t). If equation (5) is nonoscillatory, then equation (1) is nonoscillatory. That is,
if equation (1) is oscillatory, then equation (5) is oscillatory.

Now, we can state and prove our main result as follows:

Theorem 1. The following three statements are equivalent:
(a) Equation (1) is nonoscillatory.

(b) There is a function v(t) ∈ C1([T,∞), � ) such that

v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
= 0, t > T

for some T > t0.

(c) There is a function v(t) ∈ C1([T,∞), � ) such that

(7) v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
6 0, t > T

for some T > t0.

���������
. (a) ⇒ (b) If (1) is nonoscillatory and u(x) is a solution of (1) on [t0,∞),

then there is a number T > t0 such that u(x) 6= 0 on [T,∞). Let

v(t) = a(t)r(t)
(u′(t)

u(t)
+ f(t)

)
, t > T.

Then

v′(t) =
[
a(t)

r(t)u′(t)
u(t)

+ a(t)r(t)f(t)
]′

= a(t)
(r(t)u′(t))′

u(t)
+ a′(t)

r(t)u′(t)
u(t)

− a(t)r(t)(u′(t))2

u2(t)
+ a′(t)r(t)f(t) + a(t)(r(t)f(t))′
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= − a(t)c(t)− 2a(t)f(t)
r(t)u′(t)

u(t)
− 1

a(t)r(t)

(a(t)r(t)u′(t)
u(t)

)2

− 2a(t)r(t)f2(t) + a(t)(r(t)f(t))′

= − a(t)[c(t)− (r(t)f(t))′ + r(t)f2(t)]

− 1
a(t)r(t)

[(a(t)r(t)u′(t)
u(t)

)2

+ 2a2(t)r2(t)
u′(t)
u(t)

+ (a(t)r(t)f(t))2
]

= − a(t)[c(t)− (r(t)f(t))′ + r(t)f2(t)]

− 1
a(t)r(t)

[a(t)r(t)u′(t)
u(t)

+ a(t)r(t)f(t)
]2

= − a(t)[c(t)− (r(t)f(t))′ + r(t)f2(t)]− 1
a(t)r(t)

v2(t),

which implies

v′(t) + a(t)[c(t) + r(t)f2(t)− (r(t)f(t))′ ] +
1

a(t)r(t)
v2(t) = 0

for t > T . Hence

v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
= 0, t > T.

(b) ⇒ (c) It is clear.
(c)⇒ (a) If there exists a function v(t) satisfying

(8) −ϕ1(t) := v′(t) +
v2(t)

a(t)r(t)
6 −ϕ(t) for t > T,

then

(9) w(t) = exp
(∫ t

T

v(s)
a(s)r(s)

ds

)

satisfies

(a(t)r(t)w′(t))′ + ϕ1(t)w(t) = 0, t > T.

In fact,

w′(t) = w(t)
v(t)

a(t)r(t)
,

which implies

(a(t)r(t)w′(t))′ = (w(t)v(t))′

= w′(t)v(t) + w(t)v′(t)

=
w(t)v2(t)
a(t)r(t)

+ w(t)
(
−ϕ1(t)−

v2(t)
a(t)r(t)

)
.
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Thus, (9) is a nonoscillatory solution of

(10) (a(t)r(t)w′(t))′ + ϕ1(t)w(t) = 0, t > T.

It follows from (8), (10) and the Sturm Comparison Theorem that equation (3) is

nonoscillatory and hence, equation (1) is nonoscillatory. This completes our proof.
�

Taking v(t) = −a(t)r(t)w(t), our Theorem 1 reduces to condition (b) of Theo-
rem A.

Corollary 2. If (a(t)r(t))′ 6 0 for t large enough and

(11) lim sup
t→∞

t2ϕ(t)
a(t)r(t)

<
1
4
,

then equation (1) is nonoscillatory.

���������
. It follows from (11) that there exist two numbers T > t0 and λ < 1

4

such that

ϕ(t) 6 λr(t)a(t)
t2

for t > T.

Let

v(t) = a(t)r(t)h(t),

where h(t) = 1/2t. Then, for t > T ,

v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
= (a(t)r(t))′h(t) + a(t)r(t)

(−1
2t2

)
+ ϕ(t) + a(t)r(t)h2(t)

6 a(t)r(t)
(−1

2t2
+

λ

t2
+

1
4t2

)
+ (a(t)r(t))′h(t)

6 a(t)r(t)
4λ − 1

4t2
6 0.

This and Theorem 1 imply (1) is nonoscillatory. �

Remark 1.

(a) Let a(t) ≡ 1, then ϕ(t) = c(t). Thus our Corollary 2 reduces to Theorem 3.5
in [11].

(b) Let a(t) = r(t) = 1. Then Corollary 2 reduces to the result of [5], [6].
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Corollary 3. If (a(t)r(t))′ 6 0 for t large enough and

(12) lim sup
t→∞

t2 log2 t
( ϕ(t)

a(t)r(t)
− 1

4t2

)
<

1
4
,

then equation (1) is nonoscillatory.

���������
. It follows from (12) that there exist two numbers T > t0 and λ < 1

4

such that

ϕ(t) < a(t)r(t)
( 1

4t2
+

λ

t2 log2 t

)
for t > T.

Let

v(t) = a(t)r(t)h(t),

where

h(t) =
1
2

(1
t

+
1

t log t

)
.

Then, for t > T ,

h′(t) = −1
2

( 1
t2

+
1

t2 log t
+

1
t2 log2 t

)
.

So, for t > T ,

v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
= (a(t)r(t))′h(t) + a(t)r(t)h′(t) + ϕ(t) + a(t)r(t)h2(t)

6 a(t)r(t)
[(
−1

2

)( 1
t2

+
1

t2 log t
+

1
t2 log2 t

)]
+ a(t)r(t)

( 1
4t2

+
λ

t2 log2 t

)

+ a(t)r(t)
(1

4

)( 1
t2

+
2

t2 log t
+

1
t2 log2 t

)

= a(t)r(t)
4λ− 1

4t2 log2 t
6 0.

Thus, by Theorem 1, equation (1) is nonoscillatory. �

Remark 2.

(a) Let a(t) ≡ 1, then ϕ(t) = c(t). Thus our Corollary 3 reduces to Theorem 3.6
in [11].

(b) Let a(t) = r(t) = 1. Then Corollary 3 reduces to the result of [5], [6].
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Theorem 4. Theorems B and 1 are equivalent.

���������
. It follows from the proof of Theorem 1 that Theorem B implies The-

orem 1. Now, we prove that Theorem 1 implies Theorem B. Since equation (5) is

nonoscillatory, it follows from Theorem 1 that there is a function v ∈ C1([T,∞), � )
for some T > t0 such that

v′(t) + ϕ1(t) +
v2(t)

a1(t)r1(t)
6 0, t > T.

This and ϕ(t) 6 ϕ1(t), a(t)r(t) > a1(t)r1(t) imply

v′(t) + ϕ(t) +
v2(t)

a(t)r(t)
6 0.

Thus, by Theorem 1, equation (1) is nonoscillatory. �

Using Theorem 1 and Corollary 1 in [13], we can answer an open question in The-

orem 2 of [16], which is a generalization of the Hille-Wintner Comparison Theorem
([5], [16], [18]).

Theorem 5 (Hille-Wintner Comparison Theorem). Let a(t)r(t) > a1(t)r1(t) and

(13)

∣∣∣∣
∫ ∞

t

ϕ(s) ds

∣∣∣∣ 6
∫ ∞

t

ϕ1(s) ds <∞

for t > t0. If equation (5) is nonoscillatory, then equation (1) is nonoscillatory. That

is, if equation (1) is oscillatory, then equation (5) is oscillatory.

���������
. It will be convenient to divide the proof into two cases:

∫ ∞ 1
a1(s)r1(s)

ds =∞,(i)
∫ ∞ 1

a1(s)r1(s)
ds <∞.(ii)

���! #"
(i). If equation (5) is nonoscillatory, then equation (6) is nonoscillatory.

Thus, as in the proof of Theorem 1, there exists a function v ∈ C1([T,∞), � ) for
some T > t0 such that

v′(t) +
v2(t)

a1(t)r1(t)
+ ϕ1(t) = 0, t > T.

852



Integrating it from t to ξ (t < ξ), we obtain

(14) v(ξ) − v(t) +
∫ ξ

t

ϕ1(s) ds +
∫ ξ

t

v2(s)
a1(s)r1(s)

ds = 0.

We can prove that ∫ ∞

t

v2(s)
a1(s)r1(s)

ds <∞, t > T

and lim
ξ→∞

v(ξ) = 0. Letting ξ →∞ in (14), we conclude

v(t) =
∫ ∞

t

ϕ1(s) ds +
∫ ∞

t

v2(s)
a1(s)r1(s)

ds, t > T.

Let

y(t) := v(t)−
(∫ ∞

t

ϕ1(s) ds−
∣∣∣∣
∫ ∞

t

ϕ(s) ds

∣∣∣∣
)

, t > T.

This and (13) imply v(t) > y(t) > 0. Moreover,

y′(t) = v′(t) + ϕ1(t)− ϕ(t) = − v2(t)
a1(t)r1(t)

− ϕ1(t) + ϕ1(t)− ϕ(t)

for t > T . Thus

y′(t) +
v2(t)

a1(t)r1(t)
+ ϕ(t) = 0, t > T.

It follows from v(t) > y(t) > 0 and 1/a(t)r(t) 6 1/a1(t)r1(t) that

y′(t) +
y2(t)

a(t)r(t)
+ ϕ(t) 6 0, t > T.

Hence, by Theorem 1, equation (1) is nonoscillatory.���! #"
(ii) Let condition (ii) hold. It follows from (13) and (ii) that

∫ ∞ 1
a(s)r(s)

ds <∞ and
∫ ∞

t

ϕ(s) ds <∞.

Thus, by Corollary 1 of [13], equation (1) is nonoscillatory. �

Letting a(t) = a1(t) = 1 in Theorem 5, we have
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Corollary 6. Let r(t) > r1(t) and
∣∣∣∣
∫ ∞

t

c(s) ds

∣∣∣∣ 6
∫ ∞

t

c1(s) ds <∞

on [t0,∞). If equation (5) is nonoscillatory, then equation (1) is nonoscillatory.

2. More results

In 1950, Leighton [8] showed the following oscillation criterion:

Leighton Oscillatory Theorem. If
∫ ∞ 1

r(t)
dt =

∫ ∞
c(t) dt =∞,

then equation (1) is oscillatory.

In this section, we will extend the Leighton Oscillatory Theorem to the second

order half-linear ordinary differential equation (2) by using Coles’ technique [1].

Theorem 7 (Leighton Oscillatory Theorem). If
∫ ∞

c(t) dt =
∫ ∞

r
1−q

(t) dt =∞,

where 1/p + 1/q = 1, then equation (2) is oscillatory.
���������

. Suppose this is not the case. Then (2) has a nonoscillatory solution

u(t) 6= 0 on [T,∞) for some T > t0. Without loss of generality, we may assume that
u(t) > 0 on [T,∞). Define

v(t) =
r(t)Φ(u′(t))

Φ(u(t))
, t > T.

Then, for t > T ,

v′(t) = − c(t)− r(t)Φ(u′(t))Φ′(u(t))u′(t)
Φ2(u(t))

= − c(t)− r(t)u′(t)|u′(t)|p−2(p− 1)up−2(t)u′(t)
u2p−2(t)

= − c(t)− (p− 1)r(t)|u′(t)|p
up(t)

= − c(t)− (p− 1)r1− p
(p−1) (t)

[r(t)|u′(t)|p−1

up−1(t)

] p
p−1

= − c(t)− (p− 1)r1−q(t)|v(t)|q .
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Thus, for t > T ,

(15) v′(t) + c(t) + (p− 1)r1−q(t)|v(t)|q = 0.

It follows from (15) that, for t > T ,

v(t) = v(t0)−
∫ t

t0

c(s) ds−
∫ t

t0

(p− 1)r1−q(s)|v(s)|q ds.

Since
∫∞

c(t) dt =∞, we can always find t1 > t0 such that

v(t0)−
∫ t

t0

c(s) ds < 0

for all t ∈ [t1,∞). Thus

v(t) < −
∫ t

t0

(p− 1)r1−q(s)|v(s)|q ds

for all t > t1. Let

R(t) :=
∫ t

t0

(p− 1)r1−q(s)|v(s)|q ds,

then R(t) > 0, |v(t)|q > Rq(t) and

R′(t) = (p− 1)r1−q(t)|v(t)|q > (p− 1)r1−q(t)Rq(t)

for t > t1 > t0. Thus
R′(t)
Rq(t)

> (p− 1)r1−q(t).

Integrating it from t1 to t, we have

−R1−q(t1)
1− q

>
1

1− q
(R1−q(t)−R1−q(t1)) =

∫ t

t1

dR(s)
Rq(s)

>

∫ t

t1

(p− 1)r1−q(s)Rq(s) ds.

Letting t→∞, we obtain

∞ >
−R1−q(t1)

1− q
> (p− 1)

∫ ∞

t1

r1−q(s) ds =∞,

which is a contradiction. Thus (2) is oscillatory. �

Remark 3. Let p = 2. Then Theorem 7 reduces to the Leighton Oscillatory
Theorem.

Using Leighton’s Oscillatory Theorem, we have
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Corollary 8. Let a, a1 ∈ C2([t0,∞), (0,∞)). If either

∫ ∞ 1
a(t)r(t)

dt =
∫ ∞

ϕ(t) dt =∞

or
∫ ∞ 1

a1(t)a(t)r1(t)
dt =

∫ ∞
a(t)[ϕ(t) + a(t)r(t)g2(t)− (a(t)r(t)g(t))′] dt =∞,

where ϕ(t) and g(t) are defined as in Section 1, then equation (1) is oscillatory.

Remark 4. In [4], Harris used a very complicated transformation which trans-
formed equation (1) into a Riccati integral equation and then he proved that Corol-

lary 8 (Theorem 1 in [4]) holds.

In 1995, Li and Yeh [10] obtained the following theorem for the half-linear differ-
ential equation (2).

Theorem 9 (see Theorem 3.2 of [10]). The following three statements are equiv-
alent:

(a) Equation (2) is nonoscillatory.
(b) There is a function v ∈ C1([T,∞), � ) such that

v′(t) + c(t) + (p− 1)r1−q(t)|v(t)|q = 0, t > T

for some T > t0.

(c) There is a function v ∈ C1([T,∞), � ) such that

v′(t) + c(t) + (p− 1)r1−q(t)|v(t)|q 6 0, t > T

for some T > t0.

Just as Theorems B and 1 are equivalent, so are Theorem 9 and the following
generalized Sturm Comparison Theorem for the half-linear differential equation (2).

The analogue of Theorem 5 for the half-linear differential equation (2) reads as
follows:

Theorem 10 (Sturm Comparison Theorem). Consider equation (2) and the dif-
ferential equation

(16) (r1(t)Φ(u′(t)))′ + c1(t)Φ(u(t)) = 0,

where
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(i)∗ r1, c1 ∈ C1([t0,∞), � ) and r1(t) > 0 on [t0,∞) for some t0 > 0,
(ii)∗ Φ(u) is defined as in (ii).
Let r(t) > r1(t) and c(t) 6 c1(t). If equation (16) is nonoscillatory, then equa-

tion (2) is nonoscillatory; that is, if equation (2) is oscillatory, then equation (16) is

oscillatory.

Theorem 11 (Hille-Wintner Comparison Theorem). Let r(t) > r1(t) and
∣∣∣∣
∫ ∞

t

c(s) ds

∣∣∣∣ 6
∫ ∞

t

c1(s) ds, t > t0.

If equation (16) is nonoscillatory, then equation (2) is nonoscillatory; that is, if
equation (2) is oscillatory, then equation (16) is oscillatory.

By Theorem 10, we have the following corollary which extends a result of Fink

and Mary [3].

Corollary 12. If the half-linear differential equation (2) is oscillatory, then the
half-linear differential equation

(r(t)Φ(u′(t)))′ + λc(t)Φ(u(t)) = 0

is also oscillatory for any λ > 1.

On the other hand, if we let

v(t) := t−p/q

(∫ ∞

t

sp/qg(s) ds +
1
2

)

in Theorem 9, then we obtain the following corollary which is due to Li and Yeh [10].

We will use this corollary to give a nonoscillatory criterion for equation (2).

Corollary 13. If
∣∣∣∣
∫ ∞

t

sp/qg(s) ds

∣∣∣∣ <∞, t > t0 > 0,

then (Φ(u′))′+g(t)Φ(u) = 0 is nonoscillatory, where 1/p+1/q = 1 and g ∈ C[t0,∞).

If we make a change of variables

τ =
∫ t

r1−q(s) ds and u(t) = x(τ),

then equation (2) is equivalent to the half-linear equation

(17) Φ(x·)· + rq−1(t(τ))c(t(τ))Φ(x) = 0,

where x· = dx/dτ .
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Corollary 14. If

(18)

∣∣∣∣
∫ ∞

c(t)
(∫ t

r1−q(s) ds

)p/q

dt

∣∣∣∣ <∞,

then equation (2) is nonoscillatory.
���������

. It follows from

∞ >

∣∣∣∣
∫ ∞

c(t)
(∫ t

r1−q(s) ds

)p/q

dt

∣∣∣∣

=
∣∣∣∣
∫ ∞

c(t(τ))rq−1(t(τ))
(∫ t(τ)

r1−q(s) ds

)p/q

dτ

∣∣∣∣

and Corollary 13 that equation (17) is nonoscillatory. Thus, equation (2) is nonoscil-

latory. �

The following results generalize some results in [19].

Theorem 15. Equation (2) is nonoscillatory if and only if there exist positive
functions h(t) ∈ C(t0,∞) and f(t) ∈ C1(t0,∞) such that

(19) h(t)Φ(f ′(t)) +
∫ t

Φ(f(s))c(s) ds = 0,

and 0 < h(t) 6 r(t) for t0 6 t <∞.
���������

. It follows from (19) that

(20) (h(t)Φ(f ′(t))′ + c(t)Φ(f(t)) = 0, t0 6 t <∞.

Clearly, equation (20) has a nonoscillatory solution f = f(t) on [t0,∞). Since
h(t) 6 r(t), the Sturm Comparison Theorem (Theorem 9) implies that equation (2)
is nonoscillatory. The converse follows from the following Mirzov’s result [12]: For
t1 ∈ [t0,∞) and any given real constants y0, y1, equation (2) under the initial

condition
u(t1) = y0, u′(t1) = y1

has a unique continuous solution on [t0,∞). Let u = f(t) be a nonoscillatory solution
of (2) and let it satisfy f ′(t1) = 0 (t1 > t0). If we integrate (2) from t1 to t (t > t1),
we get

r(t)Φ(f ′(t)) +
∫ t

t1

Φ(f(s))c(s) ds = 0.

Taking r(t) = h(t), the above equation reduces to (19). �
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Corollary 16. If

(ri(t)Φ(u′))′ + ci(t)Φ(u) = 0, i = 1, 2, . . . , n,

are nonoscillatory, where ri, ci ∈ C([t0,∞), � ) and ri(t) > 0 on [t0,∞) for some
t0 > 0 then

(21)

[( n∑

i=1

kiri(t)
)

Φ(u′)
]′

+
( n∑

i=1

kici(t)
)

Φ(u) = 0

is nonoscillatory, where ki are arbitrary nonnegative constants.
���������

. It follows from Theorem 9 that there exist functions vi(t) ∈ C1([T,∞),
� ) (i = 1, 2, . . . , n) such that

(22) v′i(t) + ci(t) + (p− 1)r1−q
i (t)|vi(t)|q 6 0, t > T.

Thus,

(23)
n∑

i=1

kiv
′
i(t) +

n∑

i=1

kici(t) + (p− 1)
n∑

i=1

(kiri(t))1−q |kivi(t)|q 6 0, t > T.

Using the Hölder inequality

n∑

i=1

aibi >
( n∑

i=1

aα
i

)1/α( n∑

i=1

bβ
i

)1/β

, where α < 1 and
1
α

+
1
β

= 1,

we have

n∑

i=1

(kiri(t))1−q |kivi(t)|g >
( n∑

i=1

((kiri(t))1−q)
1

1−q

)1−q( n∑

i=1

(|kivi(t)|q)1/q

)q

=
( n∑

i=1

kiri(t)
)1−q( n∑

i=1

|kivi(t)|
)q

>
( n∑

i=1

kiri(t)
)1−q∣∣∣∣

n∑

i=1

kivi(t)
∣∣∣∣
q

.

Thus

v′(t) +
n∑

i=1

kici(t) + (p− 1)
( n∑

i=1

kiri(t)
)1−q

|v|q 6 0, t > T,

where v(t) =
n∑

i=1

kivi(t). By Theorem 9, equation (2) is nonoscillatory. �

859



Corollary 17. Let G(t) ∈ C1[t0,∞) be any function such that G′(t) = −g(t). If

(24) (Φ(u′))′ + (p− 1)2q|G(t)|qΦ(u) = 0

is nonoscillatory, then (Φ(u′))′+g(t)Φ(u) = 0 is nonoscillatory, where 1/p+1/q = 1.
���������

. It follows from Theorem 9 that the nonoscillation of (24) implies that
there exists a function v(t) ∈ C1[T,∞) such that

(25) v′(t) + (p− 1)2q|G(t)|q + (p− 1)|v(t)|q 6 0, t > T,

for some T > t0. Let w(t) = G(t) + 1
2v(t), then

w′(t) + g(t) + (p− 1)|w(t)|q = G′(t) +
v′(t)

2
+ g(t) + (p− 1)

∣∣∣G(t) +
v(t)
2

∣∣∣
q

6 v′(t)
2

+ (p− 1)
[
|G(t)|+ |v(t)|

2

]q

6 v′(t)
2

+ (p− 1)2q−1
[
|G(t)|q +

|v(t)|q
2q

]

=
1
2
[v′(t) + (p− 1)2q|G(t)|q + (p− 1)|v(t)|q ] 6 0.

It follows from Theorem 9 that (Φ(u′))′ + g(t)Φ(u) = 0 is nonoscillatory. �
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