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DIRECT LIMITS OF CYCLICALLY ORDERED GROUPS 

JAN JAKUBIK, Kosice, GABRIELA PRINGEROVA, Banska Bystrica 

(Received March 13, 1992) 

Direct and inverse limits of groups have been dealt with by G. Higman and 
A. H. Stone [8] and by P. D. Hill [9], [10], [11]. 

Basic results on cyclically ordered groups are due to L. Rieger [18] and S. Swier-
czkowski [19]. For further references concerning cyclically ordered groups cf., e.g., 
[14]. In a recent paper, D. Gluschankof [5] describes interesting connections between 
cyclically ordered groups and MV-algebras. 

Let us remark that the notion of cyclically ordered group can be considered a 
generalization of the notion of linearly ordered group. 

Classes of cyclically ordered groups which are closed with respect to certain con
structions (radical classes) have been studied in [15]; the analogous notion for linearly 
ordered groups has been introduced by Chehata and Wiegandt [2]; cf. also [4] and 

[12]-
We denote by ^ the collection of all nonempty classes of cyclically ordered groups 

which are closed with respect to direct limits; this collection is partially ordered by 
inclusion. 

In the present paper we investigate the properties of the partially ordered collec
tion <*f. 

1 . PRELIMINARIES 

For cyclically ordered groups we apply the same definitions and notation as in [14]. 
Recall that a mapping / of a cyclically ordered group G into a cyclically ordered 

group G' is said to be a homomorphism if the following conditions are satisfied: 
(i) / is a homomorphism with respect to the group operation; 

(ii) whenever x, y and z are elements of G such that f(x), f(y) and f(z) are distinct 
and [x,y,z] holds, then [f (x), f (y), f (z)]. 

For the sake completeness and for fixing the notation we also recall the notion of 
direct limit: in fact, we apply it for the case of cyclically ordered groups (cf., e.g., 
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Kurosh [17] (p. 437-438) for the case of groups, and Gratzer [6] for the case of 
universal algebras). 

Let I be a directed set. For each a G I let Ga be a cyclically ordered group. 
Suppose that for each pair of elements a and ft in I with a < (5 we define a homo-
morphism y>ap of Ga into Gp such that a < /3 < 7 implies that 

Vaty = <Pctp • <Pp~r> 

For each a G I let ipaa be the identity on Ga. 
Let a and /3 be elements of I and \et x e Ga,y £ Gp. We put x = y if there exists 

7 G I with 7 ^ a, 7 ^ /3 such that <pai(x) = <ppy(y). For each 2 G U ^ a P u t 

a Є / 

= {tЄ U (?„:* = .}. 
a€7 

Let G = {z: z G U £«}• 
aG1 

If ^i and ^i(i = 1 , 2 ) are elements of U Ga such that 2\ = Z2 and v\ = V2, then 
a£l 

clearly z\ + v\ = Z2+V2- Hence if we put z\ + v\ = z\ + v\, then the operation + 
on G is correctly defined and with respect to this operation G is a group. 

Next, we define a ternary relation [ , , ] on G as follows. For x, y and z in G we 
set [x, y, z] if the following conditions are satisfied: 

(i) x, y and z are distinct; 
(ii) there are a G I, x\ G x, y\ G y and z\ G z such that x\, y\ and z\ belong to Ga 

and the relation [x\,y\,z\] is valid in Ga. 
It is easy to verify that this ternary relation on G satisfies the conditions (I)-(IV) 

from [12]; hence G turns out to be a cyclically ordered group. It is said to be the 
direct limit of the indexed system {Ga}a €I . We express this situation by writing 

(1) {Ga}ael —• G. 

We denote by <*f the collection of all nonempty classes C of cyclically ordered 
groups which are closed with respect to direct limits, i.e., which satisfy the following 
condition; whenever (1) holds and Ga G C for each a G I, then each cyclically 
ordered group isomorphic to G belongs to C. 

The collection ^ is partially ordered by inclusion. The greatest element of ^ is 
the class C m of all cyclically ordered groups. 

Let G G Cm and let H be a subgroup of G. Assume that there exists a homomor-
phism if) of G onto H such that ip(h) = h for each h G H. Then H is said to be a 
retract of G and xj) is called a retract mapping corresponding to H. 

Retracts of abelian cyclically ordered groups were investigated in [13]. 
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Lemma 1.1. Let X Є^ and G Є X. Let H be a retract ofG. Then H Є X. 

P r o o f . Let I be the set of all positive integers with the natural linear order. 

For each a Є I put Ga = G. Let ^ b e a retract mapping corresponding to Я . For 

a,ß Є I with a < ß and for each g Є G we put ipaß(g) = Ф(g). Then (1) is valid, 

where G is isomorphic to Я . Hence H Є X. D 

It is obvious that the above Lemma is not specific for cyclically ordered groups, it 

is valid for any direct limits of any type of algebraic systems. 

The class of all one-element cyclicalły ordered groups will be denoted by C0. 

Lemma 1.2. Let X ЄC. Then C0 Ç X. 

P r o o f . Since {0} is a retract of each cyclically ordered group, the assertion 

follows by 1.1. D 

Corollary 1.3. C0 is the least element oftf. 

Let J be a nonempty class and for each j Є J let Cj be an element of tf. Put 

C = f] Cj. Then C belongs to ^ ; hence C is the greatest lower bound of the 
JЄJ 

collection {Cj}jЄj. Thus by applying the usual lattice theoretic notation we can 

write 

c= ДCjt 
JЄJ 

If D is the intersection of all Dk in ^ such that Dk ^ Cj for each j Є J, then under 

analogous notation we have 

D=\J Cj. 
зЄJ 

Lemma 1.4. Let (1) be vaìid. Let a Є I and let fa be the mapping ofGa into 

G such that fa(x) = x for each x єGa. The fa is a homomorphism ofGa into G. 

This is an immediate consequence of the definition of the relation (1). D 

The elements of > will be called direct limit classes. For Я Є Cш let P(H) be 

the least element of tø which contains Я ; i.e. P(H) is the direct limit class which is 

generated by Я . 

For each cyclically ordered group G we denote by Gt the largest linearly ordered 

convex subgroup of.G (cf., e.g., [14]). 

The symbols Cl and C° will denote the class of all G Є Cш such that Gt = G or 

Gt = {0}, respectively. 

Thus, in fact, CŁ is the class of all linearly ordered groups. Also, 

cenc° = c0. 
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Next, we denote by C01 the class 

CoU(Cm\C£). 

An important example of cyclically ordered groups is the set K of reals x with 
0 ^ x < 1; the group operation in K is the addition mod 1 and for x,y,z Є K the 
relation [x, y, z] is defined to be valid if some of the following inequalities holds: 

x < y < z\ y < z <x\ z < x <y. 

The importance of K is emphasized by Swierczkowskľs Representation Theorem. 
Let ҷ>: C — r K\ <g> L be a representation of a cyclically ordered group C in the 

sense of [14], Definition 2.4. Under this notation we have 

L e m m a 1.5. G is linearly ordered if and only if K\ = {0}. 

P r o o f . If K\ = {0}, then C is isomorphic to L, thus C is linearly ordered. 

Сonversely, suppose that G is linearly ordered. Then Lemma 3.5 of [14] implies that 

K\ = {0}. D 

In [14] the notion of c-convexity was introduced. In the present paper we shall use 
the term "convexity" instead of "c-convexity". 

Let us remark that Lemmas 1.2 and 1.3 [15] (given there for the case of abelian 
cyclically ordered groups) remain valid also for the non abelian case if we add the 
assumption that the subgroup H under consideration is a normal subgroup of the 
group C. 

Then from 1.5 and from [15] (1.1, 1.2 and 1.3) we obtain 

L e m m a 1.6. Let G' Ъe a homomorphic image a cyclically ordered group G. As-
sume that G is not linearly ordered and that G' ф {0}. Then G' is not linearìy 

ordered. 

It will be proved below that if H is a subgroup of K (with the inherited cyclic 

order) and if / is a homomorphism of H into K with f(H) ф {0}, then f(x) = x for 

each x Є H. This result will be applied for investigating direct limit classes X with 

CoСKСC0. 

Let A be a nonempty class of cyclically ordered groups and let us denote by T 

the class of all ordinals. Put A\ = A. Suppose that r Є T, r > 1 and that we have 

defined a subclass AT\ of Cm for each r ( l ) < r. We denote by AT the class of all 

cyclically ordered groups C having the property that there exists an indexed system 

{Ca}a€1 S U С Ь that 

{Ca}aЄ1 Q (J Л r ( 1 ) and {Ca}aЄ1 > G. 
r{i)<r 
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Put A* = U -4т- Then we obviously have 
тЄT 

Lemma 1.5. A* is a direct limit class. If B is a direct limit class and A Ç B, 
then A* C B. 

2. T H E CLASSES Cl AND C° 

Let K be as above. 

Lemma 2.1. Let g G K be such that ng 7-= 0 for each positive integer n. Then 
there exists a positive integer m such that [0, mg, g] is valid. 

The p r o o f is simple; it will be omitted. 

Lemma 2.2. Let g be an element of a cyclically ordered group G such that g £ Gi 
and ng ^ 0 for each positive integer n. Then there is a positive integer m such that 
[0,m<7,p] is valid. 

P r o o f . This is a consequence of 2.1 and of Swierczkowski's Representation 
Theorem (cf. [19]; cf. also [15], Theorem 1.1). D 

Theorem 2.3. C£ G <*?. 

P r o o f . In the way of contradiction, assume that Cl does not belong to c6>. 
Hence there exists an indexed system {Ga}aei such that (1) is valid, Ga G Cl for 
each a G I and G £ C£. Thus there is g G G with g £ Gt. 

There are a G I and g\ G Ga such that g = g\. The relation — g £ Gi is also 
valid; hence without loss of generality we can suppose that gi > 0 holds. Consider 
the homomorphism fa from 1.4. We distinguish two cases. 

a) Assume that there exists a positive integer n such that ng = 0. Hence ngl = 0. 
Put fa

x(0) = H. Then H is a convex subgroup of the linearly ordered group Ga 

and ngi G H. Thus g\ belongs to H as well and therefore / a (g i ) = 0, which is 
contradiction. 

b) Now suppose that ng ^ 0 for each positive integer n. In view of 2.2 there 
exists a positive integer m such that [0,mg,g] is valid. Clearly m > 1. Because of 
#1 > 0 we obtain that [0,<7i,m<7i] and hence [0,§i,m^i], i.e. [0,§,m§], which is a 
contradiction. D 

In view of [14], Theorem 2.5 we have 

Lemma 2.4. Let G G C°. Then G is isomorphic to a subgroup of K. 
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Theorem 2.5. C° Є ^ . 

P r o o f . By way of contradiction, suppose that there is an indexed system 

{Ga}aЄІ such that (1) holds, Ga Є C° for each a Є I and G $ C°. Hence Gt ф {0} 

and thus there exists a strictly positive element g in Gt. Therefore [0,g,ng] is valid 

for each positive integer n > 1. 

There are a Є I and Oi Є G a such that g = g\. Since Ga Є C°, in view of 2.4 we 

infer that Ga is isomorphic to a subgroup of K. Hence according to 2.1 either 

a) there is a positive integer m with mg\ = 0, 

or 

b) there is a positive integer m such that [0,moi,Gi] holds. 

Each of the conditions a), b) leads to the conclusion that the relation [0,g,mg] 

cannot hold and so we have arrived at a contradiction. D 

Lemma 2.6. Let G\ be a fìnite cyclically ordered group, Gi ф {0}. Put A = 

P(G\). Then for each G2 Є A either G2 = {0} or G2 is isomorphic to G\. 

P r o o f. Let A\ be the class of all G2 Є Cm such that either G2 = {0} or G2 is 

isomorphic to G\. Clearly A\ Ç A and Gi Є A\. Hence it suŕfices to verify that A\ 
belongs to C. 

Assume that (1) is valid, where each Ga belongs to A\ and G ф {0}. Then 

Ga Є C° for each a Є I. Thus in view of 2.5 we obtain that G Є C°. 

Let I(l) be the set of all a Є I such that fa(Ga) ф {0} (where fa is as in 1.4). 

If I(l) is not confinal with I, then G = {0}, which is a contradiction. Thus I(l) is 

confinal with I and hence without loss of generality we can suppose that I(l) = I. 

Let a Є I. According to 1.4, fa is a homomorphism of Ga into fa(Ga). Put 

H = fa

l(0). Then H is a convex subgroup of Ga. Since Ga is finite it must be 

isomorphic to a subgroup of K. Thus, if H ф {0}, then there is x Є H such that 

x generates the group Ga; this yields that H = Ga and then fa(Ga) = {0}, which 

is a contradiction. Therefore H = {0} and hence fa is an isomorphism of Ga onto 

fot (Ga). 

Let 7 Є I> c- ^ 7- Since cardC7a = cardG 7 and since this cardinal is finite, the 

mapping ipai is onto and the kernel of <pay is {0}; thus (Da>7 is an isomorphism. 

Let a,ß Є I; there is 7 Є I with a ^ 7 a r-d /З ^ 7- Let /i Є fß(Gß). Hence there is 
9ß Є Gв with h = дß. Thus h = gy, where #7 = /tз7(gtз). Put ^ = <p~*(ø7). Then 
ga Є h and hence /i Є fa(Ga). Therefore fa(Ga) = G. Hence G is isomorphic to Ga 

and thus A\ Є C. D 

Corollary 2.7. Lefc G\ and A be as in 2.6. Then A is an atom oftf and A ^ C°. 

It is obvious that for each positive integer n there is (up to isomorphism) exactly 

one cyclically ordered group G^ with cardG^n^ = n. 
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If G\ and G 2 are finite cyclically ordered groups with cardGi ф cardG 2 , then in 

view of 2.6 we obtain that P(G\) ф F(G2). Thus according to 2.7 we have 

Corollary 2.8. The number of atoms A oî^ê with A < C° is infìnite. 

This result will be sharpened below by performing a more detailed investigation 
(cf. 4.5). 

3. HOMOMORPHISMS OF SUBGROUPS OF K INTO K 

In this section the following result on subgroups of K will be proved (it will be 

applied in subsequent sections): 

Theorem 3 .1 . Let ҷ> be a homomorphism of a subgroup G of K into K, 

ҷ)(G) ф {0}. Then ҷ>(x) = x for each x Є G. 

We need some Lemmas. We assume that ҷ> and G are as in 3.1. 

Lemma 3.2. ҷ> is an isomorphism ofG into K. 

P r o o f . The set 5 = {д Є G: ҷ(g) = 0} is a convex normal subgroup of G; 
since the only such subgroups are {0} and G, we infer that 5 = {0} and thus ҷ> is 
an isomorphism of G onto ҷ>(g). D 

Lemma 3.3. Let G be fìnite. Then ҷ>(x) = x for each x Є G. 

P r o o f. There exists x\ in G which satisfies the following condition: 

(*) x\ ф 0 and whenever x 2 Є G, then the relation [0,:r2,.2:i] does not hold. More-

over, x\ generates the group G. 

It is obvious that nx = 0, where n = cardG. In view of 3.2, ҷ> is an isomorphism, 
ҷ>(x\) a1so satisfies the condition (*) (where G is replaced by ҷ>(G)). Thus ҷ>(x\) = 
^ = x\. Let x Є G. There is a positive integer m with x = mx\. Therefore 

ҷ>(x) = mҷ>(x\) = -^ = x. D 

Lemma 3.4. Let 0 ф x\ Є G and suppose that x\ is a rational number. Then 
Ҷ>(X\) =X\. 

P r o o f . Let x\ = -^, where m and n are positive integers. Then nx\ = 0. Thus 
the subgroup G' of G which is generated by x\ is finite. The mapping ҷ>\ defined by 
ҷ>\(z) = ҷ>(z) for each z Є G' is a homomorphism of G' into K. Thus according to 
3.3, the relation ҷ(x\) = ҷ>\(x\) = x\ is valid. D 
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L e m m a 3.5. Let x Є G be irrational. Then <p(x) is irrational as weìì. 

P r o o f. By way of contradiction, suppose that <p(x) = y is rational. In view of 

3.2, there exists a positive integer n > 1 such that ny = 0. Thus neither [0, y, ny] nor 

[0,ny,y] holds. On the other hand, the elements 0,x and nx are distinct. Therefore 

either [0, x, nx] or [0, nx, x] is valid. Hence <p cannot be an isomorphism, which is a 

contradiction (cf. again, 3.2). D 

Let rҸ be the set of all positive integers. For irrational numbers x\ and x^ in K 
and for k Є fҸ we put x\ = x<i(Rk) if there is m Є {0,1,2,..., k — 1} such that both 

x\ and X2 belong to the interval 

[m/2- f c,(m + l)/2- f c]. 

L e m m a 3.6. Let k Є N. For each irrational number x Є G the relation x = y(Rk) 

is valid, where y = <p(x). 

P r o o f . We proceed by induction on k. Let k = 1. Suppose that the relation 
x = y(R\) does not hold for some irrational x Є G. Then in view of 3.3 we have 
either 

(a) 0 < x < - < y < 1, 

1 
0 <y < - <x <l. 

If (a) is valid, then [0,ж, 2x] and [0,2y,y], hence <p fails to be an isomorphism, 

which is a contradiction (cf. 3.2). In the case (b) the situation is analogous. Hence 

the assertion holds for n = 1. 

Let k > 1 and suppose that the assertion holds for 1,2,..., k — 1. Suppose that 

the relation x = y(Rk) fails to be valid for some irrational x Є G. There is m' Є 

{0,1,2,..., k — 2} such that both x and y belong to the interval 

[m'/2l-k, (m' + l)l2l~k\ = [2m'/2~k, (2m' + 2)/2-*]. 

Since the relation x = y(Rk) does not hold, either 

(a') 2m'/2~k <x< (2m' -f l )/2"* < y < (2m' + 2)/2- fc 

or 

(W) 2m'/2-k <y< (2m' + l)/2~ fc < y < (2m' + 2)/2~fc. 

Suppose that (a') is valid (the method for the case (Ъ') is analogous). Consider 

the elements x' = 2x and y' = 2y of G. Then yf = <p(x'). The relation (a') implies 

that 

2xЏ2y(Rk-i), 

which is a contradiction. D 
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Lemma 3.7. Let x Є G be irrational. Then (p(x) = x. 

P r o o f . This is an immediate consequence of 3.6. D 

Now, 3.4 and 3.7 imply that 3.1 is valid. 
The following assertion is an immediate consequence of 3.1. 

Corollary 3.8. Let (1) be valid. Assume that G and Ga are subgroups ofK for 

each a Є I. Then for each a,ß Є I the mapping ipaß is an embedding of Ga into 
Gß andG = 1J Ca. 

aЄІ 

4. T H E INTERVAL [C0,C°] OF <*f 

We will apply the results of the previous section for investigating the interval 
[Co,C°] of the partially ordered collection *€. 

Lemma 4 .1 . Let (1) be valid. Suppose that there is G e C°. C 7- {0} such that 

for each a e I either Ga = C or Ga = {0}. Then G is isomorphic to G. 

P r o o f . Since C ^ {0}, without loss of generality we can assume that Ga = C 
for each a e I. According to 2.5, C e C°. In view of 2.4 there are subgroupsC' and 
C' of K such that 

(i) C' and G' are isomorphic to C or C respectively; and 
(ii) {G'a}aeI —• C\ where G'a = G' for each a el. 

Let a e I and consider the mapping fa of G'a into C' (cf. 1.4). Then according to 
3.1, fa(G'a) = G'a. Let g e G'. There is 0 el, 0^ a such that g e fp(G'p). Since 
(payp is an isomorphism by 3.1 and fa = <payp • fp, we obtain g e fa(Ga). 

We have proved that there exists a surjecture homomorphism of G onto G. Since 
any fa^ is an isomorphism, this homomorphism is an isomorphism as well. Thus 
foc(G'a) = G'. Therefore G is isomorphic to C. D 

Theorem 4 .2. Let G eC°,G^ {0}. Let A be the class of all G' e Cm such that 
either G' = {0} or G' is isomorphic to G. Then A is a direct limit class; moreover, 
A is an atom in %J\ 

P r o o f . Both assertions follow from 4.1. D 

If A and C are as in 4.2, then clearly A = P(C). 

Lemma 4 .3. Let Ci and C2 be subgroups of K, Ci ^ {0} (i = 1,2), Ci ^ C2. 
Then P(Gi) 7- P(G2). 

P r o o f . Since Ci 7- C2, in view of 3.1 we conclude that Ci and C2 are not 
isomorphic. Thus according to 4,2 the relation P(Ci) 7-= P(G2) is valid. D 
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Lemma 4.4. Let X be an atom oftf such that X < C°. Then there is a subgroup 

G ф {0} ofK such that X = P{G). 

P r o o f . Since X is an atom of ^ê there is G\ Є C m such that G\ ф {0} and 

X = P{G\). Next, from X < C° we infer that G\ Є C° and hence in view of 2.4 

there is a subgroup G of K such that G is isomorphic to G\. Therefore X = P{G). 

D 

Theorem 4.5. The mapping гþ: G —> P{G) is one-to-one correspondence be-

tween the system ofall nonzero subgroups ofK and the system of aìì atoms X oftf 

with X ^ C°. 

P r o o f. This is a consequence of 4.2, 4.3 and 4.4. D 

We denote by У the collection of all nonempty systems of subgroups of K con-

taining the one-element group {0}. 

Each system s/ in У will be considered to be partially ordered by inclusion. We 

shall deal with the following condition for sг/\ 

(*) If sz/\ = {AІ}ІЄI is a nonempty subsystem of sг/ such that sг/\ is directed, then 

U AІ belongs to sг/. 
iЄІ 

For sг/ Є У let гþ{sг/) be the class of all G\ Є C m such that G\ is isomorphiç to 

an element of sг/. 

Lemma 4.6. Let sг/ є У. Assume that sг/ satisfìes the condition (*). Then 

ф{sг/) beìongs to <Г and гþ{sг/) ^ C°. 

P r o o f . Let (1) be valid and suppose that each Ga belongs to sг/. First we 

shall verify that G Є sг/'. The case G = {0} is clear; assume that G ф {0}. Then 

without loss of generality we can assume that, whenever a,/3 Є I and a < ß, then 

Ч>a,ß{Ga) Ф {0}. Thus according to 3.1, Ga Ç Gß. Next, fa{Ga) ф {0} for each 

a Є I. Clearly 

G= [JGa. 

Hence in view of (*) we have G Є sг/. Now by the deíìnition of *ď we infer that ф{sг/) 

belongs to %'. Let G Є гþ{jг/). Then G is isomorphic to a subgroup of K, whence 

Ge = {0} and so G Є C°. Therefore гþ{sг/) ^ C° holds. D 

Lemma 4.7. Let X Є [Co, C°], X ф Cç>. Next, let sг/ be thesystem ofalì elements 

of У which belong to X. Then ф{sг/) = X and sг/ satisfìes the condition (*). 

P r o o f . Let A Є гþ{sď). Then there is A\ Є sď such that A\ is isomorphic to A. 
Hence A\ Є X and so гþ{sг/) Ç X. Conversely, let A Є X. There exists A\ Є У with 
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the property that Aү is isomorphic to A. Then A\ Є X, thus A\ Є £Ć> Therefore 
A Є ф(я/) and hence X Ç iþ(sý). 

Now we have to verify that szґ satisfies the condition (*). Let {AІ}ІÇІ be as in 

the assumption of (*). Without loss of generality we can suppose that Aцi) ф Aц2) 

whenever i(l) and i(2) are distinct elements of I. For ѓ(l) and i(2) in I we put 

i(l) ^ i(2) if -4г(i) Ç -4г(2). Hence I turns out to be a directed set. Put A = (J -4г. 

Thus {-4г}гЄ/ —>» A. Since each A{ belongs to X and X is closed with respect to 

direct limits we obtain that A belongs to X as well. Therefore A belongs to srf and 

hence (*) is valid for srf. D 

From the definition of the mapping ф we immediately obtain 

L e m m a 4.8. Let sďi,sý2 Є Sŕ'. Then srfx Ç sг/2 <*=--> iþ(Җ) Ç гþ(sĄ). 

Let S?o be the collection of all sď Є S? which satisfy the condition (*); So is 

partially ordered by inclusion. 

T h e o r e m 4.9. The intervaJ [Co,C°] oftf is isomorphic to S0-

P r o o f. This is a consequence of 4.6, 4.7 and 4.8. D 

Coгollary 4.10. The interval [Co,C°] of^ê fails to be a proper class. 

Coгollary 4.11. The interval [Co,C°] of ? is atomic (in the sense that for each 

X Є [C0, C°] with X фC0 there exists an atom Y oftf such that Y ^ X). 

P r o o f. This is a consequence of 4.5. D 

Below we shall show that the interval [CQ, CŁ] of ? fails to be atomic. 

5. T H E CLASS C 0 1 

In this section we shall prove that the class C 0 1 belongs to %''. Next we shall 
investigate the relations between C 0 1 and C£. 

Lemma 5.1. The class C 0 1 is closed with respect to homomorphisms. 

P r o o f . Let G G C 0 1 and let G' be a homomorphic image of G. It suffices to 
consider the case G' ?- {0}. Then G ?- {0} and G fails to be linearly ordered. Thus 
in view of 1.6, G' is not linearly ordered. Hence G' E C 0 1 . D 
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Theorem 5.2. C01 is a direct limit class. 

P r o o f . Let (1) be valid, where Ga Є C01 for each a Є L The case G = {0} 

is trivial; suppose that G ф {0}. There is a Є I with fa(Ga) ф {0}. Since fa is a 

homomorphism, 5.1 yields that fa(Ga) fails to be linearly ordered. Thus G is not 

linearly ordered, and hence C Є C01. D 

Remark 5.3. The notion of direct limit class can be, in fact, defined for any type 

T of algebraic systems which is closed with respect to homomorphism; analogously 

as above we can consider the collection ̂ đт of all direct limit classes with respect to 

the given type T; for some types T it is more convenient to consider the empty set 

as being an element of féV (cf., e.g., [4] for the case when T denotes the variety of 
all connected monounary algebras). It is easy to verify that in each such partially 
ordered collection ^т and any X,Y,XІ Є tëт(i Є I) we have 

(2.1) X v ľ - . X U ľ , 

(2.2) Д X ^ f l K , , 
iЄІ iЄІ 

hence 

(2.3) YV( /\Xi\ = /\(Ys/Xi). 
iei ' iei 

(л*)=лø 
Ч І Є 1 ' iЄІ 

In particular, ̂ p is always a distributive lattice. 

We return to the collection %'. For each i G ^ w e put 

X! ---XnC0'1, x2 = xnce. 

Lemma 5.4. Let X etf. Then Xx and X2 belong to %\ 

P r o o f . This is a consequence of (2.2), 5.2 and 2.3. • 

Next, (2.1) yields 

Lemma 5.5. Let X' G [C0,C0 1],K" G [C0,C
€]. Then X' U X" G if. 

Lemma 5.6. Let X etf. Then X = Xx U X2. 

P r o o f . Since C01 U C ^ ^ w e obtain X = X n ^ = Ki U X2. • 
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Lemma 5.7. Let X, Y G V. Then X < Y iff Xx ^ Yi and X2^Y2. 

P r o o f . If K ^ Y, then clearly X\ < Y\ and X2 ^Y2. The converse implication 
is a consequence of 5.6. D 

For each X G ̂  put f(X) = (Ki ,X2)- Lemmas 5.5 and 5.4 yield. 

Lemma 5.8. The mapping f: *€ -» [Co, C01] x [Co, C£] is a surjection. 

Theorem 5.9. The mapping f is an isomorphism offf onto [Co, C01] x [Co, C£]. 

P r o o f . This is a consequence of 5.7 and 5.8. • 

The following example shows that the infinite distributive law dual to (2.3) does 
not hold in %\ 

Example 5.10. Put I = N and for each n G I let Gn be the subgroup of K 
generated by the element 2~n . Next, let G be the subgroup of K consisting of all 
elements of the form x = m • 2~n , where m is an integer, n G N and 0 ^ x < 1. 
For any Q,/3 G M with a ^ (3 and for each x G Ga we put <Da/3(̂ ) = x. Then 
{Ga}a£i —> G. According to 4.5, P(Gn) (n G N) and P(G) are atoms of ^ ; moreover, 
P(Gn) # P(G) for each n G N. In view of 4.9 the relation G 6 \/ P(Gn) is valid, 

_ nGN 

whence P(G) ^ V P(Gn). Therefore 
n€N 

P(G)=P(G)A( \/ P(Gn)), 

V (P(G) A P(Gn)) = C0. 
n€N 

6. ON DIRECT LIMIT CLASSES OF LINEARLY ORDERED GROUPS 

In this section we will deal with the interval [Co,C£] of the partially ordered 
collection V. 

Let G G Cl. For 0 < a G G and 0 < b G G we write a < 6 if ma < b for each 
m G r>d. 

We put ip(G) = n if the following conditions are satisfied: 
(i) There exist elements 0 < a* G G (i = 1,2,... , n) such that ai < . . . <3C an . 
(ii) If 0 < bj G G tj = 1,2,.. . , m) and bi < 62 < •.. <C 6m, then m ^ n. 
For G = {0} we set ^(G) = 0. If ^(G) ?- 0 and ip(G) ?- n for each n G N is valid, 

then we put x/j(G) = oo. 
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Lemma 6 .1 . Let G G Cl, n eN, ip(G) ^ n. Let G\ be a homomorphic image of 
G. Thenip(Gi) ^ n. 

P r o o f . The case Gi -= {0} is trivial; suppose that Gi 7-= {0}. Without loss of 
generality we can assume that Gi -= G/H, where H is an £-ideal of G. For g G G 
we denote g = g + H. Let 0 1 , . . . ,gk G G be such that 01,02,. . . ,§k € G/H and 
suppose that 0 < g < 02 <& . . . <3C 0*. Then 0 V 01 G 01, thus we can take 0 V 01 for 
01; next, 0t- > 0 for i = 1, 2 , 3 , . . . , k. If i G {1, 2 , . . . ,k - 1}, t G N and £0, ^ 0t+i 
then f0i ^ fr/i+i. For each i € {1,2,.. .,k — l }we have arrived at a contradiction. 
Hence 01 <̂C 02 < • • • < 0fc and thus k ^n. Therefore ip(G\) ^ n. • 

Proposition 6.2. Let n G N. Let X be the ciass of all linearly ordered groups G 
such that ip(G) -̂  n. Then X is a direct limit class. 

P r o o f . Let (1) be valid and suppose that each Ga (a G I) belongs to X. It 
suffices to consider the case G 7- {0}. Without loss of generality we can suppose that 
fa(Ga) 7-= {0} for each a G I. Let k G N and assume that 0 < 01 <£ 02 <C . . . 4C 0*; 
for some elements §i,§2,---,§k in G. There exists a G / with the property that 
there are hi G Ga{i = 1,2,. . . ,k} such that fa(hi) = §i for each i = 1,2,... ,k. 
Then according to 1.4 and 6.1 the relation k ^ n is valid. Therefore ip(G) ^n. • 

A linearly ordered group G is archimedean iff ^(G) ^ 1; hence we obtain 

Corollary 6.3.1. The class of all archimedean linearly ordered groups is a limit 
class. 

Corollary 6.3.2. The interval [C0,C
l] oftf is infinite. 

A stronger result will be proved below (cf. 6.25). 
Let p > 1 be a prime and let Hp be the additive group of all reals of the form 

ap~n, where a is an integer and n is a non-negative integer; we consider the linear 
order on Hv. 

The following Lemma is obvious. 

Lemma 6.4. (i) If p(l) and p(2) are distinct primes, then Hp(i) and Hp(2) are 
not isomorphic. 

(ii) If H 7-= {0} is a homomorphic image of Hv, then H is isomorphic to Hv. 

Let / be a linearly ordered set and for each i G I let Gt be a linearly ordered group. 
The lexicographic product of the indexed system {G t } l 6 / will be denoted by r t € / G j . 
Next, let T®eIGi be the linearly ordered group consisting of those g G r t G /G i which 
satisfy the condition that the set {i G I: g(i) 7-- 0} is finite. 
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If I(l) is a nonempty subset of I and g £ TieI(i)Gi, then the element g will be 

identified with the element g' of TieiGi, such that g'(i) = g(i) for each i G I(l) and 

g'(i) = 0 f o r each i € / \ 7(1). 
Let P be the set of all positive primes with the linear order which is dual to the 

natural one. 
Put 

For each p(l) G P let 

H = TpePHp. 

Gp(i) - Г p ^ p ( 1 ) # p . 

Lemma 6.5. (i) Let H' be a homomorphic image of H (or of Gp(i), respectively). 
Then there is p(2) G P (with p(2) ^ p(l)) such that H' is isomorphic to G p ( 2 ) . 

(ii) Let p(l) and p(2) be elements of P with p(l) ^ p(2). Assume that there exists 
an isomorphism <D of Gp(i) into G p( 2). Then p(l) = p(2) and <p is the identity on 
Gp ( i ) . 

The p r o o f is simple; it will be omitted. 
Let us denote by X the class of all linearly ordered groups G such that either 

(i) G = {0} or 
(ii) there is a prime p(l) such that G is isomorphic to Gp(i). 
Suppose that (1) is valid and that Ga G X for each a G I; next assume that 

G 7- {0}. Then we can assume that fa(Ga) ?- {0} for each a € I. Hence according 
to 6.5 (i), for each a G I the linearly ordered group fa(Ga) is isomorphic to some 
Gp(i)| let p(0) be the minimal of the primes p(l) with this property and let a(l) be 
the corresponding element of I. 

Let g EG. There is a(2) G I with a(2) ^ a ( l ) such that g G fa(2)(Ga(2))). Then 
/a(2)(Ga(2)) 2 /a(i)(G a ( i) . There is p(2) G P such that /a(2)(Ga ( 2)) is isomorphic 
to Gp(2). In view of the minimality of p(l) we obtain that p(l) ^ p(2). Next, 
there exists an isomorphism ip of Gp(i) into Gp(2). Thus according to 6.5 (ii) the 
relation i(l) = i(2) is valid. This yields that /a(2)(Ga(2)) = /a(i)(Ga(i)). Hence 
G = fa(i)(Ga(i)). 

Therefore G is isomorphic to Gp(i). So we have 

Lemma 6.6. X G if and X ^ Ce. 

For p G P we denote by Xp the collection of all G eCl such that either G = {0} 
or G is isomorphic to Gp(i) for some p(l) ^ p. By the same method as above we can 
prove 

Lemma 6.7. Let pe P. Then Xp G V and Xp ^ Ce. 

Lemma 6.8. Let Y eCe,C0^Y <X. Then there is p G P such that Y = Xp. 
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P r o o f . According to the definition of X there is p G P such that Gp G Y and 
Gp{i) T£ Y whenever p(l) < p. Then clearly Y = Xp. D 

If p(l) < p(2), then Xp{l) > Xp{2). Thus 6.8 yields 

Theorem 6.9. There is no atom A in ¥? with A ^ X. 

Corollary 6.10. The interval [C0,C
e] oftf falls to be atomic. 

In view of the above results the question arises whether the collection of atoms 
in [C0,C

e] is nonempty. The "natural" candidates of being atoms here seem to be 
the limit classes P(Z), P(Q) and P(R), where Z, Q and R are additive groups of all 
integers, all rationals or all reals, respectively, with the natural linear order. 

In what follows we perform the corresponding discussion for P(Z), P(Q) and 
P(R)- It will be shown that P(Z) fails to be an atom of [Co, Ce]; on the other hand, 
both P(Q) and P(R) are atoms of [C0,C£]. 

In view of 2.3, P(Z), P(Q) and P(R) are elements of [C0,C*]. 

Lemma 6.11. Let ip be a homomorphic mapping ofQ into Q, <p(Q) ¥" {0}- Then 

V(Q) = Q> 

P r o o f , li qi,q2 G <2, nEN and nq\ = q2, then nip(q\) = (pfa)- Hence <p(Q) is 
divisible. The only nonzero divisible subgroup of Q is Q; thus <p(Q) = Q. D 

Lemma 6.12. Let (1) be valid. Assume that Ga = Q for each a e I and G ^ {0}. 
Then G is isomorphic to Q. 

P r o o f . Since G ?- {0} we can assume that fa(Ga) ?- {0} for each a G I. Next, 
if a, (3 G I and a < fl, then in view of 6.11 the relation fap(Ga) = G$ is valid. 

Let x G G and let a € I. There exists 7 G I such that 7 ^ a and x G f1(G1). 
Thus x = f1(x\) for some x\ G G1. There is x2 G Ga with x\ = fai(x2). Hence 
fa&'i) = x and so fa is an epimorphism. We obtain that fa is an isomorphism of 
Ga onto G. Therefore R is isomorphic to Q. D 

Proposition 6.13. P(Q) is an atom of^ and P(Q) G [Co,C*]. 

P r o o f . Since Q G Ce, in view of Ce G ̂  we obtain that P(Q) G [Co, C1]. The 
fact that P(Q) is an atom of ^ is a consequence of 6.12. D 

Now we shall apply a similar argument for R. A homomorphism of a linearly 
ordered group Ci into a linearly ordered group G2 is said to be complete if, whenever 
{xi}iei £ G\ and V Xi exists in Ci, then Vienp(xi) = <p( V Xi) holds in G2. This 

iei iei 
condition is equivalent to the corresponding dual one. 
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Lemma 6.14. Let <D be a homomorphism of R into R. Then <D is a complete 
homomorphism. 

P r o o f . If (p(R) = {0}, then the assertion is trivial. Suppose that (p(R) ?- {0}-
Then <D is a monomorphism. Let x, X{ G R (i G I), x = \j X{. Then (p(x\) ^ <p(x) 

iei 
for each i G L By way of contradiction, suppose that the relation V (p(xi) = <p(x) 

iei 
does not hold. Then there is y G R such that (p(xi) < y < (p(x) for each i G I. Put 
(p(x) -y = z. 

Since (p(R) ?-= {0} there is t G R with (p(t) > 0. For each positive integer m we have 
(p(^t) = ^(p(t). If z ^ ;̂ <p(£) for each m G N, then mz ^ (p(t) for each positive 
integer m, which is impossible. Thus there is 0 < z\ G R such that (p(z\) < z. 
Therefore <p(x) > (p(x) - (p(z\) > (p(x) - z = y > <p(x{) for each i G I; hence 
x > x - z\ > X{ for each z G I, which is a contradiction. D 

Lemma 6.15. Let (p be a homomorphism of R into R, (p(R) 7- {0}. Then 

(p(R) = R. 

P r o o f . Let 0 < y G R. By the same method as in the proof of 6.14 we obtain 
that there is 0 < x G R and that (p(x) ^ y. Thus there exist xn G R (n G f̂ J) 
such that the sequence {xn} is increasing, upper bounded and V (p(xn) = y. Then 

nGN 

according to 6.14, <D( V xn) = V- Therefore (p(R) = R. D 
n€M 

Lemma 6.16. Let (1) be valid. Assume that Ga= R for each a G I and G G {0}. 
Then G is isomorphic to R. 

P r o o f . According to 2.3, G is linearly ordered. Next, in view of 6.3. G is 
archimedean. Without loss of generality we can assume that G is a subgroup of R. 
Next, we can suppose that fa(Ga) ^ {0} for each a G I. Thus according to 6.15, 
fa(Ga) = R for each a e I, whence G = R. D 

Proposition 6.17. P(R) is an atom oftf and P(R) G [C0,C
e]. 

P r o o f . Since R belongs to Cl we obtain that P(R) G [Co, Ce\. In view of 6.16, 
P(R) is an atom of <6\ D 

Lemma 6.18. Q G P(Z). 

P r o o f . Let J be the set of all positive integers; for m(l) and m(2) in I we put 
m(l) -̂  m(2) if either m(l) = m(2) or m(2) is divisible by m(l) . 

Next, for each a G I let Ga be the additive group of all rationals of the form ^ , 
where n runs over Z and m = a; the group Ga is linearly ordered in the natural 
way. Thus Ga is isomorphic to Z for each a G I. For a, (3 G I with a < 13 we 
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have Ga C Gp\ let ipa,p be the identical mapping of Ga into Gp. It is clear that 
{Ga}aei —> G, where G is isomorphic to Q. Thus Q G P(Z). D 

Corollary 6.19. P(Q) < P(Z); hence P(Z) fails to be an atom in tf. 

P r o o f . In view of 6.18 we have P(Q) < P(Z)\ according to 6.13 and 6.12 the 
relation Z £ P(Q) is valid. Hence P(Q) < P(Z). Since P(Q) is an atom in <T, P(Z) 
cannot be an atom. D 

The p r o o f of the following result will be omitted. 

Proposi t ion 6.20. Let Y be a variety of lattice ordered groups. Then the class 
Yr)Ce belongs to %'. 

The natural question arises how large is the interval [Co,C£] oftf. We will show 
that there exists an injective mapping of the class of all infinite cardinals into [C0, C

e]; 
hence [Co, C£] is a proper class. 

Lemma 6.21. For each infinite cardinal fi there exists a linearly ordered group 
Gp such that 

(i) Gp is a simple lattice ordered group, and 
(ii) card Gp ^ /?. 

P r o o f . This is a consequence of results of Chehata [1] and Dlab [3] (cf. also 
[16], pp. 90-91). D 

Let G e C£. For H £ C£ consider the following condition: 
(G) Let 0 y£ h G H. Then there is a subgroup Hi of H with h G Hi such that Hi 

is isomorphic to G. 

Lemma 6.22. Let G be a simple linearly ordered group, G ?- {0}. Let (1) be 
valid and suppose that each Ga (a G /) satisfies the condition (G). Then G satisfies 
the condition (G) as well. 

P r o o f . Let 0 7-= h G G. There exists a G I and h G Ga such that fa(h) = h. 
Next, there is a subgroup Hi of Ga with h G Hi such that Hi is isomorphic to 
G. Put fa(H\) = H2- Then H2 is a homomorphic image of Hi and 0 7-- h G H2. 
Therefore, since H2 is simple, H2 is isomorphic to Hi and so H2 is isomorphic to G. 

D 

Let G 7-- {0} be a simple linearly ordered group. Put A = {G} and let A* be as 
in 1.5. 

Lemma 6.23. Each nonzero element of A* satisfies the condition (G). 

P r o o f . This is a consequence of 6.22 and the definition of A* (cf. Section 1). 
D 
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Let us denote by M the class of all infinite cardinals. We define by transfinite 

induction an injective mapping (D of M into C£ as follows. For /3 = K0 let <D(/3) = Gp 

be as in 6.21. Suppose that H0 < ^ 6 M and that we have defined <D(/3(1)) for 

each (5(1) < /3. There exists a cardinal /3' with /3' > cardG/3(1) for each /3(1) < (3. 

According to 6.21 there exists a simple linearly ordered group G such that cardG > 

/3'. We put (f(/3) = G. Then <D is injective. 

Next, for each /3 G M we set t/>(/3) = {<p(/3)}*. 

Proposition 6.24. Let {3U(32 eM,fo < /32. Then xp(^) ?- </!(/32). 

P r o o f . Assume that ip((3i) = ip(/32). Then C^(i) £ i/>(/3i) implies that Gp(x) e 

ip((32). There exists 0 / x G Gp(i)- ^ n v * e w °f 6.23 there exists a subgroup H of 

^/?(i) s u c n that x € H and H is isomorphic to G^(2). Hence cardH = cardG/?(2) > 

cardG^(x), which is a contradiction. • 
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