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Abstract. The Maxwell equations with uniformly monotone nonlinear electric conductiv-
ity in a heterogeneous medium, which may be non-periodic, are homogenized by two-scale
convergence. We introduce a new set of function spaces appropriate for the nonlinear
Maxwell system. New compactness results, of two-scale type, are proved for these function
spaces. We prove existence of a unique solution for the heterogeneous system as well as for
the homogenized system. We also prove that the solutions of the heterogeneous system con-
verge weakly to the solution of the homogenized system. Furthermore, we prove corrector
results, important for numerical implementations.
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1. Introduction

In this paper we study the asymptotic behavior of sequences of solutions to the
Maxwell equations in the case of nonlinear electric conductivity. The material we

have in mind can for example be a ceramic varistor, which is used as a device to
protect electrical equipment against surges in power lines. The ceramic varistors

consist mainly of sintered ZnO grains whose interior is a good (high) linear electrical
conductor. The nonlinear conductivity in the material is caused by the grain bound-

aries which act as insulators for weak electric fields. Eventually, when the electric
field becomes stronger than some threshold the conductivity will suddenly increase

very rapidly by several orders of magnitude. For further properties of ceramic metal
oxide varistors see [4], [11], [15], [16] and the references given there.
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Here we will consider a general nonlinear conducting heterogeneous material, not

necessarily a ceramic varistor, contained in the domain Ω in which the electromag-
netic field is governed by the Maxwell equations

∂tD
ε(x, t) + Jε(x, t) = rotHε(x, t) + F ε(x, t),(1.1)

∂tB
ε(x, t) = − rotEε(x, t),

divBε(x, t) = 0,

divDε(x, t) = �ε(x, t),

with boundary condition

(1.2) n ∧Eε(x, t) = 0 on ∂Ω× I,

initial conditions

Eε(x, 0) = Eε
0(x), Hε(x, 0) = Hε

0(x),

and constitutive relations

Bε
i (x, t) = µij

(
x,
x

ε

)
Hε

j (x, t),(1.3)

Jε
i (x, t) = σi

(
x,
x

ε
, Eε

)
,(1.4)

Dε
i (x, t) = ηij

(
x,
x

ε

)
Eε

j (x, t).(1.5)

The unknown quantities are the electric and magnetic fields, Eε and Hε, respec-
tively. The electric and magnetic fluxes, denoted by Dε and Bε, and the current

density, Jε, are given as mappings of the electric and magnetic fields in the constitu-
tive relations (1.3)–(1.5) in which the magnetic permeability, dielectric permittivity

and the nonlinear electric conductivity are denoted by µ, η and σ, respectively. In a
heterogeneous material they are nonconstant functions of the spatial variable. In this

paper the heterogeneous material is modelled by letting the constitutive mappings
depend continuously on the global variable, x, and be periodic in the second local

variable, y. It is clearly seen that by scaling y = x/ε the oscillations will become very
rapid when ε, a positive constant, tends to zero, i.e. the parameter ε is a measure

of the fine scale variation of the material properties in Ω. Note that (1.4) is the
only nonlinear relation where σ is assumed to satisfy certain conditions specified in

Section 3. The source term F ε is a current density source and the charge density, �ε,
is defined by the last equation in (1.1). The boundary condition (1.2) corresponds

to the case when the material is in contact with an infinitely good conductor which
is an approximation of the contact with a metallic conductor. The system is solved
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for a finite time interval (0, T ) but the fine scale in (1.1)–(1.5) makes it impossible

to solve the problem as is, using some standard numerical algorithm. However, it is
possible to take care of the fine scales by homogenizing the equations.

Homogenization is a multiscale method in which one studies the convergence of
solutions of heterogeneous problems when the fine scale becomes smaller and smaller,

i.e. ε → 0. The limit of these solutions solves the homogenized problem, a system
of PDEs with constant coefficients which corresponds to a material with homogeneous
material properties.

To the knowledge of the author, the Maxwell equations with nonlinear constitutive

relations have never been homogenized before. Existence and uniqueness results for
Maxwell’s equations with monotone nonlinear conductivity also seem to be unproved
until now. Homogenization results for linear Maxwell’s equations can be found in [2],

[3], [10], [12], [14] and [20]. In [17] the two-scale convergence method was used
which turned out to give simple and straightforward proofs in the homogenization

procedure.

The nonlinear constitutive relation in (1.4) give difficulties in identifying the corre-

sponding limit of the current density in the homogenization process (and in the limit
of the Galerkin approximations in the existence proof). The homogenized current

density is identified by the use of perturbed test functions (e.g. see [1]). To identify
the limit of the Galerkin approximations we use the weakly sequential lower semicon-

tinuity of the Lp(Ω)3-norm and the fact that the nonlinear conductivity mapping is
uniformly monotone and continuous. The nonlinearity also requires the introduction

of a new set of function spaces for the Maxwell system, compared with the linear
case.

The paper is organized in the following way: In Section 2 we give some basic
definitions. In Section 3 the main homogenization and corrector results as well as

the existence and uniqueness results are presented. In Section 4 we analyze the spaces
Lp,q
rot(Ω) and Lq

div(Ω). In Section 5 we give some necessary compactness results of two-

scale convergence type and in Section 6 we prove the existence and uniqueness results
stated in Section 3. We also prove some important a priori estimates. Finally, in

Section 7 we prove the main homogenization and corrector results stated in Section 3.

2. Preliminaries

In this text we use the Einstein tensor summation convention. Some standard
operator symbols will also be used when it simplifies the notation. By C we denote

any fixed constant which may take different values in any place it appears in an
equation or inequality. Definitions of function spaces used in this paper are found
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in [17] and [19]. We define the Y -cell as the open unit cube Y = ]0, 1[3 in �3 . We

say that a function u : �3 → � is Y -periodic if u(x + ei) = u(x) for every x ∈ �
3

and for every i ∈ {1, 2, 3}, where (e1, e2, e3) is the canonical basis of �3 .
Throughout the paper the open interval (0, T ) will be denoted by I and by Ω

we denote a bounded simply connected domain in �3 . The gradient, divergence
and curl operators in �3 are defined as Du = (∂xiu)i = gradu, div u = ∂xiui and

rotu = curlu = (∂x2u3 − ∂x3u2, ∂x3u1 − ∂x1u3, ∂x1u2 − ∂x2u1), respectively. The
vector product between n ∈ �3 and u ∈ �3 is denoted by n ∧ u.
For any real number 1 < p <∞, we define p′ = p/(p− 1). Further, we define the

Banach space Lp,q(Ω) = Lp(Ω)3×Lq(Ω)3, 1 < p, q <∞. The duality pairing between
Lp,q(Ω) and Lp′,q′(Ω) is defined by 〈Ψ,Ψ∗〉 = 〈Ψ,Ψ∗〉Lp,q(Ω) = (u, u∗) + (w,w∗),
where Ψ = {u,w} ∈ Lp,q(Ω), Ψ∗ = {u∗, w∗} ∈ Lp′,q′(Ω) and (·, ·) is the usual duality
pairing between Lp(Ω) and Lp′(Ω).
The operator A is defined by AΨ = {− rotw, rotu} on the domain

V = {Ψ = {u,w} ∈ Lp,2(Ω): rotu ∈ L2(Ω)3, rotw ∈ Lp′(Ω)3, n ∧ u|∂Ω = 0},

2 � p <∞, which is a Banach space.
Consider the evolution triple V ⊆ L2,2(Ω) ⊆ V ′ with continuous and dense em-

beddings (by Proposition 6.2), where V ′ is the dual space of V . We define

Lp,2(I;Lp,2(Ω)) = Lp(I;Lp(Ω)3)× L2(I;L2(Ω)3)

and let

X = Lp,2(I;V ) = Lp(I;Lp,2
rot0(Ω))× L2(I;L2,p

′

rot (Ω)),

where Lp,2
rot0(Ω) and L

2,p′

rot (Ω) are defined in Section 4, with the dual X
′ = Lp′,2(I;V ′).

The space X is separable and reflexive, since it is a closed linear subspace of
the separable and reflexive space Lp,2(I;Lp,2(Ω)). We also introduce the space

W 1
p,2(I;V,L2,2(Ω)) which is the set of all functions u in X such that ∂tu belongs
to X ′.

������ 2.1. In this nonlinear case we need different function spaces for the

different quantities in the Maxwell equations, which we did not need in the linear case
in [17]. This is clearly seen in the a priori estimates in Section 6 and in the following

observation. If {Eε, Hε} is a solution to (1.1)–(1.5) then {Eε(·, t), Hε(·, t)} ∈ V ,
i.e. Eε(·, t) ∈ Lp(Ω)3, Hε(·, t), rotEε(·, t) ∈ L2(Ω)3 and rotHε(·, t) ∈ Lp′(Ω)3.

In 1989 Nguetseng [13] presented a new concept for homogenizing scales of partial
differential equations (PDEs), the so called two-scale convergence method. The two-

scale convergence was generalized to the Lp(Ω)-case by Holmbom in [9], where it
also was generalized to nonperiodic cases.
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Definition 2.2. A sequence {uε} in Lp(Ω), p ∈ ]1,∞], is said to two-scale
converge to u0 ∈ Lp(Ω× Y ) if

(2.1) lim
ε→0

∫

Ω
uε(x)a

(
x,
x

ε

)
dx =

∫

Ω

∫

Y

u0(x, y)a(x, y) dy dx

for every a ∈ D(Ω;C∞� (Y )).
For some properties of the two-scale convergence method we refer to [1], [9], [13]

and [17].

3. The main results

In this section we will state the main results concerning homogenization of the
Maxwell equations in the case of uniformly monotone conductivity. We also state
existence and uniqueness results for the ε-dependent system as well as for the ho-

mogenized system.

3.1. Heterogeneous problem.
The heterogeneous problem is the nonlinear Maxwell system (1.1)–(1.5) with os-

cillating coefficients. The family of solutions {Eε, Hε} belongs toW 1
p,2(I;V,L2,2(Ω))

and solve (1.1)–(1.5), one solution for each fixed ε > 0. The solutions are to be
understood in the weak sense, i.e. almost everywhere in Ω× I.

In Section 3.3 we give the assumptions for the constitutive relations and the driving
source F ε. The existence of unique solution is given in Section 3.4.

3.2. Homogenized problem.
Even if the system has a unique solution it is not possible to obtain it due to the

rapidly oscillating coefficients. However, since the fine scale ε is much smaller than

all other scales, the solution can be approximated by the solution of the homogenized
Maxwell’s equations.

The homogenized solution {E,H} ∈W 1
p,2(I;V,L2,2(Ω)) solves

∂tD(x, t) + J(x, t) = rotH(x, t) + F (x, t),(3.1)

∂tB(x, t) = − rotE(x, t),
divB(x, t) = 0,

divD(x, t) = �(x, t)

almost everywhere in Ω× I, supplied with boundary and initial conditions

n ∧ E(x, t) = 0 a.e. on ∂Ω× I,

E(x, 0) = E0(x) =
∫

Y

E00 (x, y) dy, H(x, 0) = H0(x) =
∫

Y

H00 (x, y) dy,
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where E00(x, y) and H
0
0 (x, y) are the two-scale limits of the initial values E

ε
0(x) and

Hε
0(x), respectively. The homogenized constitutive relations are given by

Bi(x, t) =
∫

Y

µij(x, y)(Hj(x, t) + ∂yjΦ(x, y, t)) dy,

Di(x, t) =
∫

Y

ηij(x, y)(Ej(x, t) + ∂yjϕ(x, y, t)) dy,

J(x, t) =
∫

Y

σ(x, y, E(x, t) +Dyϕ(x, y, t)) dy

where ϕ(x, ·, ·) ∈ W 1,p(I;W 1,p
� (Y )/�, L

2
� (Y )) is the solution of

∫

Y

(
ηij(x, y)∂t[Ej(x, t) + ∂yjϕ(x, y, t)](3.2)

+ σi(x, y, E(x, t) +Dyϕ(x, y, t))
)
∂yiv2(y) dy = 0

almost everywhere in Ω× I for every v2 ∈W 1,p
� (Y )/�. Furthermore, Φ is the unique

solution in L2(Ω× I;W 1,2
� (Y )/�) of the local problem

(3.3)
∫

Y

µij(x, y)[Hj(x, t) + ∂yjΦ(x, y, t)]∂yiv2(y) dy = 0

almost everywhere in Ω× I for all v2 ∈W 1,2
� (Y )/�.

Note that equation (3.2) is a local conservation law of charges and that equa-
tion (3.3) is a local divergence free condition for the magnetic flux, defined on the

Y -cell which contain the fine scale information. In the linear case in [17] the local
equations could be decoupled from the macroscopic ones. This is not possible in the

present case due to the nonlinear conductivity and the explicit dependence of µ, η
and σ on the global variable x, i.e. the geometry in the Y -cell depend on where in Ω

we solve (3.2) and (3.3). This global dependence allows us to model materials which
are nonperiodic. A more precise definition of this is given in the next section.

3.3. Assumptions.
The current density source, F ε, is assumed to be bounded in Lp′(Ω × I)3 and

converge strongly to F ∈ Lp′(Ω× I)3 for 2 � p <∞. Further, we assume that ∂tF
ε

is bounded in L∞(I;Lp′(Ω)3), ∂2t F
ε is bounded in Lp′(Ω × I)3 and that divF ε is

bounded in Lp′(Ω × I). The initial values Eε
0 and H

ε
0 are assumed to be admissi-

ble test functions and to two-scale converge to E00 (x, y) and H
0
0 (x, y), respectively.

The permeability and permittivity µ and η are bounded, symmetric, Y-periodic and
coercive tensors, i.e. |µijξj | � c1|ξ|, µij = µji and µijξjξi � c2|ξ|2 for all vectors ξ.
Furthermore, we assume that µij , ηij ∈ C0(Ω;L∞� (Y )). The assumptions for µ and
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η are almost the same as in the linear case in [17] except for the fact that they

may depend on the global variable x, which makes it possible to model nonperiodic
material.

The conductivity σ belongs to the class S�,Y defined by

Definition 3.1. Given 2 � p <∞ and two positive real constants c1 and c2 we
define the class S�,Y = S�,Y (c1, c2) of maps consisting of all

σ : �3 × �
3 × �

3 → �
3 ,

such that

(i) σ(x, ·, ξ) is Y -periodic and Lebesgue measurable for every x, ξ ∈ �3 ;
(ii) σ(·, y, ξ) is continuous for almost every y and every ξ in �3 ;
(iii) σ(x, y, ·) is continuous for almost every x in �3 and y in Y ;
(iv) |σ(x, y, 0)| = 0 a.e. in �3 × �

3 ;

(v) |σ(x, y, ξ)| � c1(1 + |ξ|p−1), a.e. in �3 × �
3 for any ξ ∈ �3 ;

(vi) (σ(x, y, ξ1)−σ(x, y, ξ2), ξ1− ξ2) � c2|ξ1− ξ2|p, a.e. in �3 ×�3 for all ξ1, ξ2 ∈ �3 ;
(vii) (Dξσ(x, y, ξ1)ξ2, ξ2) � 0, a.e. in �3 × �

3 for all ξ1, ξ2 ∈ �3 .

������ 3.2. Assumptions (i)–(iii) are the well-known Carathéodory conditions.

The continuity assumptions on σ, (ii) and (iii), can be weakened. It is enough if
σ(x, y, ξ(x, y)) is an admissible test function for smooth ξ.

3.4. Theorem—existence of unique solution.

Theorem 3.3. The system (1.1)–(1.5) has a unique weak solution {Eε, Hε} ∈
W 1

p,2(I;V,L2,2(Ω)) for every fixed ε > 0.

3.5. Theorem—convergence.
Our main theorem for the homogenized Maxwell system reads:

Theorem 3.4. Any sequence {Eε, Hε} of solutions to (1.1)–(1.5) converges
weakly in W 1

p,2(I;V,L2,2(Ω)) to {E,H} ∈ W 1
p,2(I;V,L2,2(Ω)) which satisfies (3.1)–

(3.3).

3.6. Theorem—correctors.
The weak convergence in Theorem 3.4 can be improved by the following corrector

result, which is important for numerical implementations.
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Theorem 3.5. Let the sequence {Eε, Hε} of unique solutions to (1.1)–(1.5)
two-scale converge to {Ej(x, t)+∂yjϕ(x, y, t), Hj(x, t)+∂yjΦ(x, y, t)} which satisfies
(3.1)–(3.3). Assume that Eε(x, 0) = Eε

0(x) and H
ε(x, 0) = Hε

0(x) are admissible
test functions and two-scale converge to Ej(x, 0) + ∂yjϕ(x, y, 0) ∈ Lp(Ω;Lp

� (Y )) and

Hj(x, 0) + ∂yjΦ(x, y, 0) ∈ L2(Ω;L2� (Y )), respectively.
(a) If Ej(x, t) + ∂yjϕ(x, y, t) and ∂yjΦ(x, y, t) are admissible test functions, then

(i)

lim
ε→0

∥∥∥Eε
j (x, t)− Ej(x, t)− ∂yjϕ

(
x,
x

ε
, t

)∥∥∥
Lp(Ω×I)

= 0

and

(ii)

lim
ε→0

∥∥∥Hε
j (x, t) −Hj(x, t)− ∂yjΦ

(
x,
x

ε
, t

)∥∥∥
L2(Ω)

= 0

for all t ∈ I.
(b) Let ∂yjϕ

δ, ∂yjΦ
δ ∈ D(Ω× I;C∞� (Y )), E

δ, Hδ ∈ D(Ω × I)3 be mollifications of
∂yjϕ, ∂yjΦ, E and H , respectively.

Then

(iii)

lim
δ→0
lim
ε→0

∥∥∥Eε
j (x, t) − Eδ

j (x, t) − ∂yjϕ
δ
(
x,
x

ε
, t

)∥∥∥
Lp(Ω×I)

= 0

and

(iv)

lim
δ→0
lim
ε→0

∥∥∥Hε
j (x, t)−Hδ

j (x, t) − ∂yjΦ
δ
(
x,
x

ε
, t

)∥∥∥
L2(Ω)

= 0

for all t ∈ I.

Theorems 3.4 and 3.5 are proved in Section 7.

3.7. Theorem—existence of unique solution to the homogenized sys-
tem.

Theorem 3.6. The homogenized Maxwell equations (3.1)–(3.3) have a unique
weak solution {E,H} ∈ W 1

p,2(I;V,L2,2(Ω)).

Theorems 3.3 and 3.6 are proved in Section 6.
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4. On the spaces Lp,q
rot(Ω) and Lq

div(Ω)

In this section we define some Banach spaces which are natural generalizations of

the Hilbert spaces used in [6] and [17] for the linear Maxwell system.

Definition 4.1. Let Ω be an open and bounded domain in �3 , 1 < p, q < ∞.
We define Banach spaces

Lp,q
rot(Ω) = {u ∈ Lp(Ω)3 : rotu ∈ Lq(Ω)3},

Lq
div(Ω) = {u ∈ Lq(Ω)3 : div u ∈ Lq(Ω)},

with norms

‖u‖Lp,q
rot (Ω)

= ‖u‖Lp(Ω)3 + ‖rotu‖Lq(Ω)3 ,

‖u‖Lq
div(Ω)

= ‖u‖Lq(Ω)3 + ‖divu‖Lq(Ω).

The remaining part of this section is devoted to proving some important embedding
and trace properties for the spaces Lp,q

rot(Ω) and Lq
div(Ω) which will be needed in proof

of Theorem 3.4.

We begin with the definition of the standard mollifier (cf. [7]).

Definition 4.2. Let the function ϕ : �3 → � be defined by

ϕ(x) :=




c exp

( 1
|x|2 − 1

)
, if |x| < 1,

0, if |x| � 1,

where the constant c is chosen such that
∫

RN

ϕ(x) dx = 1.

The standard mollifier is defined by

ϕδ(x) :=
1
δ3
ϕ
(x
δ

)
, δ > 0, x ∈ �3 .

In the following lemmas we assume that Ω has a bounded Lipschitz boundary ∂Ω.

Lemma 4.3. Let Ωδ := {x ∈ Ω: dist(x, ∂Ω) > δ}, ϕδ be the standard mollifier

(as in Definition 4.2) and uδ(x) :=
∫
Ω ϕδ(x− z)u(z) dz, (i.e. uδ = ϕδ ∗ u), x ∈ Ωδ.

(i) If u ∈ Lp,q
rot(Ω) or u ∈ Lq

div(Ω), then u
δ ∈ C∞(Ωδ)3 for each δ > 0.
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(ii) If u ∈ Lp,q
rot,loc(Ω), then

rotuδ = ϕδ ∗ rotu on Ωδ,

uδ → u in Lp,q
rot,loc(Ω).

(iii) If u ∈ Lq
div,loc(Ω), then

div uδ = ϕδ ∗ div u on Ωδ,

uδ → u in Lq
div,loc(Ω).

�����. (i) The proof follows from the facts that Lp,q
rot,loc(Ω) ⊂ L1loc(Ω)

3 and

that f δ ∈ C∞(Ωδ) if f ∈ L1loc(Ω) (see e.g. [7]).
(ii) We first observe that if u ∈ Lp

loc(Ω)
3, then

uδ → u in Lp
loc(Ω)

3

(cf. [7]). For u = (u1, u2, u3) ∈ Lp,q
rot,loc(Ω), we find by integration by parts that

rotuδ(x) =
∫

Ω



∂x2ϕδ(x− z)u3(z)− ∂x3ϕδ(x− z)u2(z)

∂x3ϕδ(x− z)u1(z)− ∂x1ϕδ(x− z)u3(z)
∂x1ϕδ(x− z)u2(z)− ∂x2ϕδ(x− z)u1(z)


dz

= −
∫

Ω



∂z2ϕδ(x− z)u3(z)− ∂z3ϕδ(x− z)u2(z)
∂z3ϕδ(x− z)u1(z)− ∂z1ϕδ(x− z)u3(z)

∂z1ϕδ(x− z)u2(z)− ∂z2ϕδ(x− z)u1(z)


dz

=
∫

Ω
ϕδ(x− z)



∂z2u3(z)− ∂z3u2(z)
∂z3u1(z)− ∂z1u3(z)

∂z1u2(z)− ∂z2u1(z)


dz

=
∫

Ω
ϕδ(x− z) rotu(z) dz

for x ∈ Ωδ. The result now follows from the fact that rotu ∈ Lq
loc(Ω)

3 ⊂ L1loc(Ω)
3.

Assertion (iii) can be proved by similar arguments as in the proof of (ii) and by
the Green formula

(div u,Φ) + (u, gradΦ) =
∫

∂Ω
(n · u)ϕdx,

and is therefore omitted. �
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In the next lemma we prove that we may approximate functions in Lp,q
rot(Ω) and

Lq
div(Ω) by smooth functions in C

∞(Ω)3.

Lemma 4.4.
(i) Let u ∈ Lp,q

rot(Ω). Then there exists a sequence {uk} ∈ C∞(Ω)3 such that

uk → u in Lp,q
rot(Ω).

(ii) Let u ∈ Lq
div(Ω). Then there exists a sequence {uk} ∈ C∞(Ω)3 such that

uk → u in Lq
div(Ω).

�����. (i) Define

Ωk := {x ∈ Ω: dist(x, ∂Ω) > 1/k}, k = 1, 2, . . . ,

Uk := Ωk+1 − Ωk, k = 1, 2, . . .

and choose U0 ⊂⊂ Ω such that Ω =
∞⋃

i=0
Uk. Let {γk}∞k=0 be a partition of unity,

i.e., γk ∈ C10 (Uk), 0 � γk � 1 for every k ∈ {0, 1, 2, . . .} and
∞∑

k=0
γk = 1 everywhere

on Ω. For u ∈ Lp,q
rot(Ω) we clearly have uγk ∈ Lp,q

rot(Ω) with compact support in Uk.

By using Lemma 4.3 we conclude that, for each k = 0, 1, 2 . . ., there exists δk > 0
such that {

supp(ϕδk
∗ (uγk)) ⊂ Uk

‖uγk − ϕδk
∗ (uγk)‖Lp,q

rot (Ω)
< δ
2k+1 .

Put uδ :=
∞∑

k=0
ϕδk

∗ (uγk), and note that uδ ∈ C∞(Ω). This follows from the fact

that for each x ∈ Ω there are neighbourhoods such that there is only a finite number
of nonzero terms in the sum. From the definitions of γk it follows that u =

∞∑
k=0
(uγk).

Therefore

‖u− uδ‖Lp,q
rot (Ω)

�
∞∑

k=0

‖(uγk)− ϕδk
∗ (uγk)‖Lp,q

rot (Ω)
< δ

∞∑

k=0

1
2k+1

= δ,

and the statement follows. The statement in (ii) can be proved by adopting similar

arguments and using the corresponding result in Lemma 4.3. The proof is complete.
�
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A direct consequence of Lemma 4.4 is the following result.

Lema 4.5. The space C1(Ω)3 is dense in Lp,q
rot(Ω) and Lq

div(Ω).

For the trace results we need the dual spaces W
1
r ,r′(∂Ω) and W− 1r ,r(∂Ω), r =

min{p, q}, 1 < p, q <∞.

Lemma 4.6. Let n be the outer normal to ∂Ω. The linear mappings
(i) T0 : C1(Ω)3 → C1(∂Ω)3, u �→ n ∧ u|∂Ω = n ∧ u,
(ii) T1 : C1(Ω)3 → C1(∂Ω), u �→ n · u|∂Ω = n · u,
can be extended by continuity to continuous linear mappings

(i) T ′0 : Lp,q
rot(Ω)→W− 1r ,r(∂Ω)3,

(ii) T ′1 : Lq
div(Ω)→ W− 1q ,q(∂Ω).

�����. The proof is based on the usual estimate of the norm of traces by the

norm in the corresponding function spaces, using Green’s theorem, and is therefore
omitted (see [18], or [6] for the L2-case). �

Lemma 4.7. The linear mapping

T : C1(Ω)3 → C1(∂Ω)3, u �→ u|∂Ω,

can be extended by continuity to the continuous linear mapping

T ′ : Lp,q
rot(Ω)→W

1
s′ ,s(∂Ω)3,

where s = max{p, q}.
�����. The proof is similar to the previous one and is found in [18]. �

We continue with the following obvious lemma:

Lemma 4.8. The space Lp,q
rot(Ω) is dense in L

p(Ω)3 and Lq
div(Ω) is dense in

Lq(Ω)3.

We note that Lp,q
rot(Ω) and Lq

div(Ω) are closed in their norms and that one con-

sequence of Lemma 4.8 is that Lp,q
rot(Ω) and Lq

div(Ω) are separable, reflexive Banach
spaces. Next, we consider the space

Lp,q
rot0(Ω) := {u ∈ L

p,q
rot(Ω) | n ∧ u = 0 on ∂Ω}.

Lemma 4.9. Lp,q
rot0(Ω) is a closed subspace of L

p,q
rot(Ω).

�����. Let ui ∈ Lp,q
rot0(Ω) be a sequence such that ui → u in Lp(Ω)3 ⊂ L1(Ω)3

and rotui → w in Lq(Ω)3 ⊂ L1(Ω)3. It follows that ui → u and rotui → rotu in
D′(Ω)3. This gives w = rotu. Furthermore, 0 = n∧ ui → n∧ u = 0 in W− 1r ,r(∂Ω)3,
r = min{p, q}. The lemma is proved. �
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Lemma 4.10. The space

{v ∈ C1(Ω)3 | n ∧ v = 0 on ∂Ω}

is dense in Lp,q
rot0(Ω).

�����. By using the regularization results in Lemma 4.5, we find that C∞(Ω)3

is dense in Lp,q
rot0(Ω). But the elements in C

∞(Ω)3 do not necessarily satisfy the
boundary condition. Let {Ωk} be an invading sequence in Ω, i.e., Ωk ⊂ Ω is such
that dist(∂Ωk, ∂Ω) < 1/k, and let vk ∈ D(Ω) be such that vk|Ωk

= uδ|Ωk
, where

uδ ∈ C∞(Ω)3 is the regularization of u ∈ Lp,q
rot0(Ω). Clearly, v

k ∈ {v ∈ C1(Ω)3 |
n ∧ v = 0 on ∂Ω} and we have, for any ε > 0,

‖vk − u‖Lp,q
rot (Ω)

� ‖vk − uδ‖Lp,q
rot (Ω)

+ ‖uδ − u‖Lp,q
rot (Ω)

< 2ε

for k large enough and δ sufficiently small. We have proved that D(Ω) is dense in
Lp,q
rot0(Ω). The statement now follows from the fact that D(Ω) ⊂ {v ∈ C1(Ω)3 |

n ∧ v = 0 on ∂Ω}. �

5. Compactness results

Up to now, we have defined and characterized some suitable function spaces in
order to be able to prove the fundamental compactness results needed in the proof

of Theorem 3.4.

The following lemma is a natural generalization of a corresponding result proved

in [8] for the W 1,2(I;L2(Ω)3)-case.

Lemma 5.1. Let uε and ∂tu
ε be bounded in Lp(Ω × I)3 and Lq(Ω × I)3,

1 < p, q < ∞, respectively. Further, let u0(x, y, t) be the two-scale limit of uε in

Lp(Ω× Y × I)3. Then ∂tu0 ∈ Lq(Ω× Y × I)3 is the two-scale limit of ∂tu
ε.

�����. By assumption ‖uε‖Lp(Ω×I)3 < C and ‖∂tu
ε‖Lq(Ω×I)3 < C for all ε > 0.

It follows that

lim
ε→0

∫ T

0

∫

Ω

(
uε(x, t), a

(
x,
x

ε
, t

))
dxdt =

∫ T

0

∫

Ω

∫

Y

(
u0(x, y, t), a(x, y, t)

)
dy dxdt

and

lim
ε→0

∫ T

0

∫

Ω

(
∂tu

ε(x, t), a
(
x,
x

ε
, t

))
dxdt =

∫ T

0

∫

Ω

∫

Y

(
χ0(x, y, t), a(x, y, t)

)
dy dxdt
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for all a ∈ D(Ω × Y × I)3. By integrating by parts and using the fact that a has

compact support we get

lim
ε→0

∫ T

0

∫

Ω

(
∂tu

ε(x, t), a
(
x,
x

ε
, t

))
dxdt = − lim

ε→0

∫ T

0

∫

Ω

(
uε(x, t), ∂ta

(
x,
x

ε
, t

))
dxdt

= −
∫ T

0

∫

Ω

∫

Y

(
u0(x, y, t), ∂ta(x, y, t)

)
dy dxdt

=
∫ T

0

∫

Ω

∫

Y

(
∂tu0(x, y, t), a(x, y, t)

)
dy dxdt.

Therefore ∂tu0 = χ0 ∈ Lq(Ω× Y × I)3 and the proof follows. �

Proposition 5.2. Let {uε} be a bounded sequence in Lp,q
rot(Ω), 1 < p, q < ∞.

Then {uε}, up to a subsequence, two-scale converges to u0(x, y) = u(x)+Dyϕ(x, y) ∈
Lp(Ω;Lp

� (Y )
3), where ϕ ∈ Lp(Ω;W 1,p

� (Y )) is a scalar valued function satisfying∫
Y Dyϕ(x, y) dy = 0. Moreover, rotuε ⇀ rotu(x) weakly in Lq(Ω)3.

�����. The proof follows by using Lemmas 4.6 and 4.7 and the same kind of

arguments as in the proof of Proposition 4.3 in [17]. �

������ 5.3. If Dyϕ(x, y) �= 0 then, by Proposition 2.6 in [17], the sequence
{uε} will never contain a strongly convergent subsequence in Lp(Ω)3. Moreover, it

clearly follows that ϕ(x, ·) is Y -periodic.

Proposition 5.4. Let {uε} be a bounded sequence in Lq
div(Ω). Then, up to a

subsequence, uε two-scale converges to u0(x, y) ∈ Lq(Ω;Lq
�(Y ))

3,

divy u0(x, y) = 0,

and

div uε ⇀ div u(x) = div
∫

Y

u0(x, y) dy weakly in L
q(Ω).

�����. The proof is similar to that of Proposition 4.5 in [17] and is therefore
omitted. �
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6. A priori estimates and proofs of existence and

uniqueness of solutions

The operator A, defined in Section 2, is characterized in the following remark and
proposition.

������ 6.1. Since Lp,2
rot0(Ω) is a linear closed subspace of L

p,2
rot(Ω) it follows that

V = Lp,2
rot0(Ω)× L2,p

′

rot (Ω) is a reflexive and separable Banach space.

Proposition 6.2. The space V is dense in Lp,2(Ω) and the graph of the opera-

tor A is closed. Moreover,

A′ = −A, D(A′) = V,

where A′ is the dual operator to A and D(A′) is the domain of A′.

�����. The complete proof can be found in [18] and is similar to that of the

L2(Ω)-case in [6]. �

As for the linear case in [17], we have the following obvious consequence of Propo-
sition 6.2 which will be useful in the sequel:

Corollary 6.3. 〈AΨ,Ψ〉 = 0 for all Ψ ∈ V .

Definition 6.4. Let Ψ = {u,w} ∈ Lp,2(Ω) and define the operator Mε :

Lp,2(Ω)→ Lp′,2(Ω) byMε(Ψ) = {σε(u), 0}.

By the assumptions made in Definition 3.1, the restrictionMε
1 =Mε|Lp(Ω)3 such

thatMε
1(u) = σ

ε(u) = σ(x, x/ε, u) is bounded and uniformly monotone.

We are now prepared to prove the existence and uniqueness results in Theorem 3.3.

����� of Theorem 3.3. The proof follows as a consequence of Lemmas 6.5–6.8
below. �

By definition Uε = {Eε, Hε} and N ε∂tU
ε = {ηε∂tE

ε, µε∂tH
ε}, where ηε =

η(x, x/ε) and µε = µ(x, x/ε). Summation of the first and second equations in (1.1)
yields

(6.1) N ε∂tU
ε +AUε +Mε(Uε) = Gε,

where Gε = {F ε, 0}. By multiplying (6.1) with v ∈ V and integrating over Ω we
obtain a weak formulation of (6.1)

〈N ε∂tU
ε(t), v〉+ 〈AUε(t), v〉 + 〈Mε(Uε(t)), v〉 = 〈Gε(t), v〉.
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Let {w1, w2, . . . wn} be a base in V and set

Uε
n(t) :=

n∑

k=1

ckn(t)wk.

The Galerkin equation reads, for almost every t ∈ I,

(6.2) 〈N ε∂tU
ε
n(t), wj〉+ 〈AUε

n(t), wj〉+ 〈Mε(Uε
n(t)), wj〉 = 〈Gε(t), wj〉,

j = 1, . . . , n, Uε
n(0) = Uε

n0 ∈ Ln, Uε
n ∈ Lp,2(I;Ln), ∂tU

ε
n ∈ Lp′,2(I;Ln), wj ∈ Ln =

span{w1, . . . , wn}.
We note that we have continuous and dense embeddings, Ln ⊆ V ⊆ Lp,2(Ω) ⊆

L2,2(Ω) ⊆ Lp′,2(Ω) ⊆ V ′ and that (6.2) is an ordinary nonlinear differential equation
which has a unique solution, which is proved in Lemma 6.6 below where we use

Carathéodory’s theorem (cf. [5] and [19]), with some minor changes in the proof.
The following a priori estimates of the Galerkin solutions are needed in the proof:

Lemma 6.5. There exists a constant C > 0 (independent of n) such that every

solution of (6.2) satisfies

‖Uε
n‖(Lp(I;Lp(Ω)3)∩L∞(I;L2(Ω)3))×L∞(I;L2(Ω)3) � C,

‖AUε
n‖Lp′(I;Lp′(Ω)3)×L∞(I;L2(Ω)3) � C,

‖Mε(Uε
n)‖Lp′(Ω×I)6 � C

and

max
t∈[0,T ]

‖Uε
n(t)‖L2(Ω)6 � C.

�����. By choosing wj = Uε
n(t) in (6.2) we get

〈N ε∂tU
ε
n(t), U

ε
n(t)〉+ 〈AUε

n(t), U
ε
n(t)〉+ 〈Mε(Uε

n(t)), U
ε
n(t)〉 = 〈Gε, Uε

n(t)〉.

Thus, by using Corollary 6.3, the symmetries of ηij and µij , the definition of Mε,
and the property (vi) in the class S�,Y , we obtain

1
2
∂t(Eε

n(t), D
ε
n(t)) +

1
2
∂t(Hε

n(t), B
ε
n(t)) + C‖Eε

n(t)‖p
Lp(Ω)3 � 〈Gε, Uε

n(t)〉.

The remaining steps in the proof, which can be found in [18], are similar to the proof
of Proposition 5.3 in [17]. �
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Lemma 6.6. The Galerkin problem (6.2) has a unique solution Uε
n for every

fixed n > 0.

�����. We note that the a priori estimate

‖Uε
n‖Ln � C on [0, T ]

holds for all n and that the mapping

(Uε
n, t) �→ 〈AUε

n(t) +Mε(Uε
n(t)), wj〉

satisfies the Carathéodory condition on Ln × [0, T ], i.e.,
1) t �→ 〈AUε

n(t) +Mε(Uε
n(t)), wj〉 is measurable on [0, T ].

2) Uε
n �→ 〈AUε

n +Mε(Uε
n), wj〉 is continuous on Ln.

Moreover, we note that N ε is linear bounded and positive definite and conse-
quently has an inverse with the same properties. Since dim(Ln) <∞ and all norms
are equivalent on finite dimensional spaces, we have the estimate

|〈AUε
n(t) +Mε(Uε

n(t)), wj〉|(6.3)

�
(
‖AUε

n(t)‖Lp′,2(Ω) + ‖Mε(Uε
n(t))‖Lp′,2(Ω)

)
‖wj‖Lp,2(Ω)

�
(
‖Uε

n(t)‖V + C(1 + ‖Eε
n(t)‖p/p′

Lp(Ω)3)
)
‖wj‖Lp,2(Ω)

for every (Uε
n, t) in Ln× [0, T ] and j = 1, . . . , n. We note that due to Carathéodory’s

theorem (cf. [5] or [19]) and the properties ofN ε the solution of (6.2) Uε
n : [0, T ]→ Ln

is continuous and the derivative N ε∂tU
ε
n exists for almost every t ∈ [0, T ]. Hence

Uε
n ∈ Lp,2(I;Ln),

i.e., Eε
n ∈ Lp(I;Lp(Ω)3) and Hε

n ∈ L2(I;L2(Ω)3). Moreover, by (6.3) we find that
the function t �→ 〈AUε

n(t)+Mε(Uε
n(t)), wj〉 belongs to Lp′(I). Since |〈Gε(t), wj〉|p

′ �
‖Gε(t)‖p′

Lp′,2(Ω)
‖wj‖p′

Lp,2(Ω) and G
ε ∈ X ′ we conclude, via the Galerkin equation (6.2)

and the properties of N ε, that

∂tU
ε
n ∈ Lp′,2(I;Ln).

Thus, the Galerkin problem (6.2) has a solution. Uniqueness of solution follows easily

from the assumptions made by the arguments as those used in the a priori estimates.
The proof is complete. �
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Due to the reflexivity of the spaces Lp,2(I;Lp,2(Ω)) and Lp′(Ω×I)6 and the bound-
edness of sequences we can, by a diagonalization procedure, extract subsequences
{Uε

nk
} (for fixed ε) which converge weakly, i.e.,

Uε
nk
⇀ Uε weakly in Lp,2(I;Lp,2(Ω)),(6.4)

AUε
nk
⇀W ε weakly in Lp′,2(I;Lp′,2(Ω))

Mε(Unk
)ε ⇀ Zε weakly in Lp′(Ω× I)6

and

N εUε
nk
(T )⇀ N εgε weakly in L2,2(Ω)

as nk →∞. It remains to identify the limits Uε, W ε, Zε and gε.

Lemma 6.7. The limits in (6.4) satisfy the equation

(6.5) N ε∂tU
ε +Mε(Uε) +AUε = Gε

almost everywhere in Ω× I. Here Uε ∈ W 1
p,2(I;V,L2,2(Ω)), Uε(0) = Uε

0 = {Eε
0 , H

ε
0}

and Uε(T ) = gε.

�����. We note that 〈AUε
nk
, ϕ〉 = −〈Uε

nk
,Aϕ〉 for every ϕ ∈ D(Ω)6. Using (6.4)

we obtain that 〈W ε, ϕ〉 = −〈Uε,Aϕ〉 for every ϕ ∈ D(Ω)6. Thus, by definition we

find that W ε = AUε in the generalized sense. Next, by using the integration by
parts formula

(N εgε, ψ(T )v)− (N εUε
0 , ψ(0)v) =

∫ T

0
〈Gε(t)− Zε(t)−W ε(t), ψ(t)v〉

+ 〈ψ′(t)v,N εUε(t)〉dt,

which holds for all ψ ∈ C∞[0, T ], v ∈ V (cf. [19]), we get
∫ T

0
〈Gε(t)− Zε(t)−AUε(t), v〉ψ(t) dt = −

∫ T

0
(N εUε(t), v)ψ′(t) dt

for all ψ ∈ C∞0 (I), v ∈ V . This proves that N ε∂tU
ε + Zε + AUε = Gε almost

everywhere in Ω× I. Moreover, this implies that N ε∂tU
ε ∈ X ′ which together with

Uε ∈ X ′ gives Uε ∈W 1
p,2(I;V,L2,2(Ω)). By integration by parts we get

(N εUε(T ), ψ(T )v)− (N εUε(0), ψ(0)v) =
∫ T

0
〈N ε∂tU

ε(t), ψ(t)v〉

+ 〈ψ′(t)v,N εUε(t)〉dt
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for all ψ ∈ C∞[0, T ], v ∈ V , which gives

(N εUε(T ), ψ(T )v)− (N εUε(0), ψ(0)v) = (N εgε, ψ(T )v)− (N εUε
0 , ψ(0)v)

for all ψ ∈ C∞[0, T ], v ∈ V . Now, by choosing ψ(T ) = 1, ψ(0) = 0 and ψ(T ) = 0,
ψ(0) = 1, respectively, and using the density of V in L2,2(Ω) we find that Uε(T ) = gε

and Uε(0) = Uε
0 . Further, integration by parts yields

1
2

(
(N εUε

n(T ), U
ε
n(T ))− (N εUε

n(0), U
ε
n(0)

)

=
∫ T

0
〈N ε∂tU

ε
n(t), U

ε
n(t)〉dt

= 〈Gε −AUε
n −Mε(Uε

n), U
ε
n〉Lp,2(I;Lp,2(Ω)).

Using the properties of the operator A (see Corollary 6.3) we find that

〈Mε(Uε
n), U

ε
n〉Lp,2(I;Lp,2(Ω)) = 〈Gε, Uε

n〉Lp,2(I;Lp,2(Ω))

+
1
2

(
(N εUε

n(0), U
ε
n(0))− (N εUε

n(T ), U
ε
n(T ))

)
.

This means that

∫ T

0

(
Mε
1(E

ε
n(t)), E

ε
n(t)

)
dt

=
∫ T

0
(F ε(t), Eε

n(t)) dt+
1
2

(
(ηεEε

n(0), E
ε
n(0)) + (µ

εHε
n(0), H

ε
n(0))

− (ηεEε
n(T ), E

ε
n(T ))− (µεHε

n(T ), H
ε
n(T ))

)
.

Since Hε
n(0)→ Hε(0) and Eε

n(0)→ Eε(0) strongly in L2(Ω)3 and Eε
n ⇀ Eε weakly

in Lp(Ω× I)3 we get

lim
n→∞

∫ T

0
(F ε(t), Eε

n(t)) dt =
∫ T

0
(F ε(t), Eε(t)) dt.

Further, since Eε
n(T ) ⇀ Eε(T ), Hε

n(T ) ⇀ Hε(T ) weakly in Lp(Ω)3 and L2(Ω)3,
respectively,

lim inf
n→∞

‖Eε
n(T )‖Lp(Ω)3 � ‖Eε(T )‖Lp(Ω)3

lim inf
n→∞

‖Hε
n(T )‖L2(Ω)3 � ‖Hε(T )‖L2(Ω)3
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by the weakly sequential lower semicontinuity of the norms in Lp(Ω)3 and L2(Ω)3.

This implies that

lim sup
n→∞

∫ T

0
〈Mε

1(E
ε
n(t)), E

ε
n(t)〉dt

�
∫ T

0
〈F ε(t), Eε(t)〉dt+ 1

2

(
(ηεEε(0), Eε(0)) + (µεHε(0), Hε(0))

− (ηεEε(T ), Eε(T ))− (µεHε(T ), Hε(T ))
)

=
∫ T

0
〈Zε
1(t), E

ε(t)〉dt,

i.e.,

lim sup
n→∞

∫ T

0
〈Mε

1(E
ε
n(t)), E

ε
n(t)〉dt �

∫ T

0
〈Zε
1(t), E

ε(t)〉dt.

SinceMε
1 is uniformly monotone and continuous,

Zε
1 =Mε

1(E
ε).

Thus, Mε(Uε) = Zε holds according to the definition of the operatorMε and the

fact that Z = {Z1, 0}. The proof is complete. �

We have proved the existence of a solution, next we prove that this solution is

unique.

Lemma 6.8. The equation (6.5) has a unique solution.

�����. Let Uε
1 and U

ε
2 be two solutions. By inserting these solutions into (6.5)

and subtracting we get

(6.6) N ε∂t(Uε
1 − Uε

2 ) +AUε
1 −AUε

2 +Mε(Uε
1 )−Mε(Uε

2 ) = 0.

Multiplying (6.6) by ∆Uε = Uε
1 − Uε

2 , integrating with respect to x over Ω and
using Corollary 6.3 and the uniform monotonicity ofMε yields

1
2
∂t

(
N ε∆Uε(t),∆Uε(t)

)
+ C‖∆Eε(t)‖p

Lp(Ω)3 � 0.

Therefore, integrating with respect to time and using Gronwall’s inequality, we find
that ∆Uε(x, t) = 0 almost everywhere in Ω × I. This contradiction proves that the

limit system has a unique solution and we conclude that the total sequence converges
to the limit system, not only a subsequence of the solutions to the Galerkin equations.

Furthermore, the limit of the Galerkin solutions solves the original system, i.e., the
existence of a unique solution is proved. �
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Now we will present a priori estimates for the field {Eε, Hε}.

Proposition 6.9. If F ε, ∂tF
ε ∈ L∞(I;Lp′(Ω)3) and ∂2t F

ε ∈ Lp′(Ω × I)3 are
bounded then

Eε ∈ L∞(I;L2(Ω)3) ∩ Lp(I;Lp(Ω)3)

and

Hε ∈ L∞(I;L2(Ω)3)

with bounded norms. Moreover, σε(Eε), ∂tE
ε, rotHε ∈ Lp′(I;Lp′(Ω)3) and ∂tH

ε,

rotEε ∈ L∞(I;L2(Ω)3) are all bounded.

�����. The proof is analogous to that of the a priori estimates for the Galerkin
equation (6.2) in Lemma 6.5 and is therefore omitted. A complete proof can also be

found in [18]. �

The uniqueness and existence results in Theorem 3.6 are proved next.

����� of Theorem 3.6. We note that the constitutive relations for the two-scale
limit system have the same properties as for the ε-system. Therefore, the solutions

will satisfy the same kind of a priori estimates and the existence of solutions can be
proved by the use of the Galerkin method as in the ε-dependent system. In the local

problems we change variables, e.g. in (3.2) let u(x, y, t) = Ei(x, t)yi + ϕ(x, y, t), and
change the boundary conditions according to this. The existence of solutions to the

global homogenized problem follows from the fact that the ε-dependent system has a
unique solution for each ε > 0 and that this sequence of solutions has a subsequence

which converges weakly to a limit which satisfies the homogenized system.

Uniqueness is proved by assuming, as usual, that there exist two solutions to the

two-scale limit system E1(x, t) + Dyϕ
1(x, y, t), E2(x, t) + Dyϕ

2(x, y, t), H1(x, t) +
DyΦ1(x, y, t) and H2(x, t)+DyΦ2(x, y, t). By inserting these solutions into (3.1) and

subtracting the respective equations for the two sets of solutions we find

∫ T

0

∫

Ω

∫

Y

[
ηij(x, y)∂t(E1j (x, t) + ∂yjϕ

1(x, y, t)(6.7)

− E2j (x, t)− ∂yjϕ
2(x, y, t)) + σi(x, y, E1(x, t) +Dyϕ

1(x, y, t))

− σi(x, y, E2(x, t) +Dyϕ
2(x, y, t))

]
vi(x, t) dy dxdt

=
∫ T

0

∫

Ω
(rotH1(x, t)− rotH2(x, t))i vi(x, t) dxdt,
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and
∫ T

0

∫

Ω

∫

Y

µij (x, y) ∂t

(
H1j (x, t) + ∂yjΦ

1(x, y, t)−H2j (x, t)(6.8)

− ∂yjΦ
2(x, y, t)

)
vi(x, t) dy dxdt

=
∫ T

0

∫

Ω
−(rotE1(x, t) − rotE2(x, t))i vi(x, t) dxdt,

for all v in Lp(I;Lp,2
rot0(Ω)) and L

2(I;L2,p
′

rot (Ω)), respectively. We note that E
1(x, 0)−

E2(x, 0) = 0 and H1(x, 0)−H2(x, 0) = 0. Analogous relations can be derived from
the local problems (3.2) and (3.3).

In the next step we let v = ∆E(x, t) = E1(x, t) − E2(x, t) in (6.7) and v =
∆H(x, t) = H1(x, t) − H2(x, t) in (6.8), v2 = ∆ϕ(x, y, t) = ϕ1(x, y, t) − ϕ2(x, y, t),

v2 = ∆Φ(x, y, t) = Φ1(x, y, t) − Φ2(x, y, t) in the equations corresponding to (3.2)
and (3.3), respectively. After an integration over Ω× I we get the following relation
when we take the sum of the local and global equations:

∫ T

0

∫

Ω

∫

Y

[
ηij(x, y)∂t(∆Ej(x, t) + ∂j∆ϕ(x, y, t))

+ σi(x, y, E1(x, t) +Dyϕ
1(x, y, t)) − σi(x, y, E2(x, t) +Dyϕ

2(x, y, t))
]

× [∆Ei(x, t) + ∂yi∆ϕ(x, y, t)] dy dxdt

+
∫ T

0

∫

Ω

∫

Y

µij(x, y)∂t

(
∆Hj(x, t) + ∂j∆Φ(x, y, t)

)

× [∆Hi(x, t) + ∂yi∆Φ(x, y, t)] dy dxdt = 0.

Now, by using Gronwall’s inequality and the initial conditions we find that

∆E(x, t) +Dy∆ϕ(x, y, t) = 0 and ∆H(x, t) +Dy∆Φ(x, y, t) = 0 almost everywhere
in Ω× Y × I. This contradicts the assumption of existence of two solutions and the
proof is complete. �

Proofs of the homogenization and corrector results

����� of Theorem 3.4. We will carry out the details only for the local prob-

lem (3.2) because (3.3) is proved as in [17]. First we note that we can extract
subsequences which converge in two-scale sense due to the a priori estimates. We

use the fact that the homogenized system has a unique solution and conclude that
the whole sequence of solutions converges to the homogenized system.

By taking the divergence of the first equation in (1.1) we get

(7.1) ∂xi

(
ηij

(
x,
x

ε

)
∂tE

ε
j + σi

(
x,
x

ε
, Eε

))
= ∂xiF

ε
i .
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By assumption, ∂xiF
ε
i is bounded in L

p′(Ω × I). Moreover, multiplying (7.1) with

εv1v2, v1 ∈ D(Ω), v2 ∈ W 1,p
� (Y ), integrating by parts and applying Proposition 5.4,

Lemma 5.1 and Lemma 2.8 in [17] we obtain the following local problem in a weak
formulation if we take the limit of a subsequence:

∫

Ω

∫

Y

(
ηij(x, y)∂t[Ej(x, t) + ∂yjϕ(x, y, t)] + J

0
i (x, y, t)

)
v1(x)∂yiv2(y) dy dx = 0.

�

Further, by using v(x, t) = v1(x)b(t), b ∈ C∞0 (I), as test functions, we get the
following weak formulation of the first equation in (1.1):

∫ T

0

∫

Ω
ηij

(
x,
x

ε

)
∂tE

ε
j (x, t) + σi

(
x,
x

ε
, Eε(x, t)

)
v1(x)b(t) dxdt

=
∫ T

0

∫

Ω
[rotHε(x, t) + F ε(x, t)]iv1(x)b(t) dxdt.

Therefore, using the admissibility of v1(x), ηij

(
x, x

ε

)
v1(x) and Proposition 5.2,

Lemma 5.1 and Lemma 2.8 in [17] once again, we get the following equation when

we take the limit of a subsequence:

∫ T

0

∫

Ω

∫

Y

(
ηij(x, y)∂t[Ej(x, t) + ∂yjϕ(x, y, t)] + J

0(x, y, t)
)

(7.2)

× v1(x)b(t) dy dxdt

=
∫ T

0

∫

Ω
[(rotH(x, t))i + Fi(x, t)]v1(x)b(t) dxdt.

We will use the Evans technique of perturbed test functions to identify the limit
function J0 (cf. [1] and the references given there). Define test functions

vε
i (x, t) = E

k
i (x, t) + ε∂xiϕ

1
(
x,
x

ε
, t

)
+ sϕ2i

(
x,
x

ε
, t

)

and

uε
i (x, t) = H

k
i (x, t) + ε∂xiΦ

1
(
x,
x

ε
, t

)
+ sΦ2i

(
x,
x

ε
, t

)
,

where Ek, Hk ∈ D(Ω × I)3 converge strongly to E ∈ Lp(I;Lp(Ω)3) and H ∈
L2(I;L2(Ω)3), respectively, as k → ∞. Here ϕ1,Φ1 ∈ D(Ω × I;C∞� (Y )) and

ϕ2,Φ2 ∈ D(Ω × I;C∞� (Y ))
3. Moreover, we note that vε

i and u
ε
i are admissible

test functions which two-scale converge to Ek
i (x, t) + ∂yiϕ

1(x, y, t) + sϕ2i (x, y, t) and
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Hk
i (x, t) + ∂yiΦ

1(x, y, t) + sΦ2i (x, y, t), respectively. The monotonicity of σ and the

positive definiteness of η and µ yield

0 �
∫ T

0

∫

Ω

(
σi

(
x,
x

ε
, Eε

)
− σi

(
x,
x

ε
, vε

))
(Eε

i − vε
i ) dxdt

+
1
2

∫ T

0

∫

Ω
∂t

(
ηij

(
x,
x

ε

)
(Eε

j − vε
j )(E

ε
i − vε

i )
)
dxdt

+
1
2

∫

Ω
ηij

(
x,
x

ε

)
(Eε

j (0)− vε
j (0))(E

ε
i (0)− vε

i (0)) dx

+
1
2

∫ T

0

∫

Ω
∂t

(
µij

(
x,
x

ε

)
(Hε

j − uε
j)(H

ε
i − uε

i )
)
dxdt

+
1
2

∫

Ω
µij

(
x,
x

ε

)
(Hε

j (0)− uε
j(0))(H

ε
i (0)− uε

i (0)) dx

=
∫ T

0

∫

Ω

[
(Jε

i E
ε
i )︸ ︷︷ ︸

1

−
(
σi

(
x,
x

ε
, vε

)
Eε

i

)

︸ ︷︷ ︸
2

− (Jε
i v

ε
i )︸ ︷︷ ︸

3

+
(
σi

(
x,
x

ε
, vε

)
vε

i

)

︸ ︷︷ ︸
4

]
dxdt

+
1
2

∫ T

0
∂t

∫

Ω

(
ηij

(
x,
x

ε

)
Eε

jE
ε
i + µij

(
x,
x

ε

)
Hε

jH
ε
i

)
dxdt

︸ ︷︷ ︸
5

− 1
2

∫ T

0
∂t

∫

Ω
ηij

(
x,
x

ε

)
Eε

j v
ε
i + µij

(
x,
x

ε

)
Hε

j u
ε
i dxdt

︸ ︷︷ ︸
6

+
1
2

∫ T

0
∂t

∫

Ω
ηij

(
x,
x

ε

)
vε

jv
ε
i + µij

(
x,
x

ε

)
uε

ju
ε
i dxdt

︸ ︷︷ ︸
7

+
1
2

∫

Ω
ηij

(
x,
x

ε

)
(Eε

j (0)− vε
j (0))(E

ε
i (0)− vε

i (0)) dx
︸ ︷︷ ︸

8

+
1
2

∫

Ω
µij

(
x,
x

ε

)
(Hε

j (0)− uε
j(0))(H

ε
i (0)− uε

i (0)) dx
︸ ︷︷ ︸

9

.

Using Corollary 6.3 we find that the sum of the integrals corresponding to 1

and 5 can be identified with
∫ T

0

∫
Ω F

ε
i E

ε
i dxdt and, thus, by passing to the weak

Lp(I;Lp(Ω)3)-limit these terms converge to

∫ T

0

∫

Ω
Fi(x, t)Ei(x, t) dxdt.
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Moreover, by using the admissibility of vε, uε, σ
(
x, x

ε , v
ε
)
, µij

(
x, x

ε

)
uε

j , µij

(
x, x

ε

)
uε

i ,

ηij

(
x, x

ε

)
vε

j and ηij

(
x, x

ε

)
vε

i , the integrals corresponding to 2, 3, and 4 converge to

−
∫ T

0

∫

Ω

∫

Y

σi(x, y, E
k(x, t) +Dyϕ

1(x, y, t) + sϕ2(x, y, t))

× (Ei(x, t) + ∂yiϕ(x, y, t)) dy dxdt,

−
∫ T

0

∫

Ω

∫

Y

J0i (x, y, t)(E
k
i (x, t) + ∂yiϕ

1(x, y, t) + sϕ2i (x, y, t)) dy dxdt,

and
∫ T

0

∫

Ω

∫

Y

σi(x, y, Ek(x, t) +Dyϕ
1(x, y, t) + sϕ2(x, y, t))

× (Ek
i (x, t) + ∂yiϕ

1(x, y, t) + sϕ2i (x, y, t)) dy dxdt,

respectively, when ε→ 0. The limits of 6 and 7 are evaluated similarly. Further, we
find that

8→
∫

Ω

∫

Y

ηij(x, y)s2ϕ2j (x, y, 0)ϕ
2
i (x, y, 0) dy dx

and

9→
∫

Ω

∫

Y

µij(x, y)s
2Φ2j (x, y, 0)Φ

2
i (x, y, 0) dy dx,

by the admissibility of Eε(x, 0) and Hε(x, 0). We now send Ek and Hk strongly
to E in Lp(I;Lp(Ω)3) and H in L2(I;L2(Ω)3), respectively, when k → ∞. Further,
we let Dyϕ

1 → Dyϕ, DyΦ1 → DyΦ strongly in Lp(Ω×Y × I)3 and L2(Ω×Y × I)3,
respectively, and use Corollary 6.3 to obtain

∫

Ω

(
Fi(x, t)Ei(x, t)−

∫

Y

(
ηij(x, y)∂t[Ej + ∂yjϕ(x, y, t)] + J

0
i (x, y, t)

)
Ei(x, t)

− µij(x, y)∂t[Hj(x, t) + ∂yjΦ(x, y, t)]Hi(x, t)

)
dy dx = 0.

We also find that

σ(x, y, Ek +Dyϕ
1 + sϕ2)→ σ(x, y, E +Dyϕ+ sϕ2)

and

σi(x, y, Ek +Dyϕ
1 + sϕ2)(Ek

i + ∂yiϕ
1 + sϕ2i )

→ σi(x, y, E +Dyϕ+ sϕ2)(Ei + ∂yiϕ+ sϕ
2
i )
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a.e. in Ω× Y × I. Assumption (v) implies that

|σ(x, y, Ek +Dyϕ
1 + sϕ2)| � C(1 + |Ek +Dyϕ

1 + sϕ2|p−1)

and

|σi(x, y, Ek +Dyϕ
1 + sϕ2)(Ek

i + ∂yiϕ
1 + sϕ2i )|

� C(|Ek +Dyϕ
1 + sϕ2|+ |Ek +Dyϕ

1 + sϕ2|p).

Since
∫ T

0

∫

Ω

∫

Y

(1 + |Ek +Dyϕ
1 + sϕ2|p−1) dy dxdt

→
∫ T

0

∫

Ω

∫

Y

(1 + |E +Dyϕ+ sϕ2|p−1) dy dxdt

and
∫ T

0

∫

Ω

∫

Y

(|Ek +Dyϕ
1 + sϕ2|+ |Ek +Dyϕ

1 + sϕ2|p) dy dxdt

→
∫ T

0

∫

Ω

∫

Y

(|E +Dyϕ+ sϕ2|+ |E +Dyϕ+ sϕ2|p) dy dxdt

when k →∞, by assumption, we find by Lebesgue’s dominated convergence theorem
∫ T

0

∫

Ω

∫

Y

σi

(
x, y, Ek(x, t) +Dyϕ

1(x, y, t) + sϕ2(x, y, t)
)

×
(
Ek

i (x, t) + ∂yiϕ
1(x, y, t) + sϕ2i (x, y, t)

)
dy dxdt

→
∫ T

0

∫

Ω

∫

Y

σi

(
x, y, E(x, t) +Dyϕ(x, y, t) + sϕ2(x, y, t)

)

×
(
Ei(x, t) + ∂yiϕ(x, y, t) + sϕ

2
i (x, y, t)

)
dy dxdt

as k → ∞. Further, by using the local problems (3.2), (3.3) and the homogenized
equation (7.2) we find that the sum of all the limits reduces to
∫ T

0

∫

Ω

∫

Y

(
σ(x, y, E(x, t) +Dyϕ(x, y, t) + sϕ2(x, y, t))− J0(x, y, t), sϕ2(x, y, t)

)
dy dxdt

+
∫

Ω

∫

Y

ηij(x, y)s2ϕ2j (x, y, 0)ϕ
2
i (x, y, 0) dy dx

+
1
2

∫ T

0
∂t

∫

Ω

∫

Y

ηij(x, y)s2ϕ2j(x, y, t)ϕ
2
i (x, y, t) dy dxdt

+
∫

Ω

∫

Y

µij(x, y)s
2Φ2j(x, y, 0)Φ

2
i (x, y, 0) dy dx

+
1
2

∫ T

0
∂t

∫

Ω

∫

Y

µij(x, y)s2Φ2j(x, y, t)Φ
2
i (x, y, t) dy dxdt � 0
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for all s ∈ �+ and ϕ2 ∈ D(Ω×I;C∞� (Y ))3. Finally, dividing by s and sending s→ 0,
we get

∫ T

0

∫

Ω

∫

Y

(
σ(x, y, E(x, t) +Dyϕ(x, y, t)) − J0(x, y, t), ϕ2(x, y, t)

)
dy dxdt � 0

for all ϕ2 ∈ D(Ω× I;C∞� (Y ))
3. This implies

J0(x, y, t) = σ
(
x, y, E(x, t) +Dyϕ(x, y, t)

)

almost everywhere in Ω× Y × I. We conclude that the whole sequence of solutions
converges to the solution of the homogenized system since the homogenized system

has a unique solution. The proof is complete. �

����� of Theorem 3.5. We will only prove (b). The proof of (a) is similar. Set
vε,δ = Eδ(x, t)+Dyϕ

δ
(
x, x

ε , t
)
and uε,δ = Hδ(x, t)+DyΦδ

(
x, x

ε , t
)
. The monotonicity

of σ (property (vi) in the class S�,Y ) and the positive definiteness of η and µ yield

0 � C(‖Eε − vε,δ‖p
Lp(I×Ω)3 + ‖Hε(T )− uε,δ(T )‖2L2(Ω)3)

�
∫ T

0

∫

Ω

(
σi

(
x,
x

ε
, Eε

)
− σi

(
x,
x

ε
, vε,δ

))
(Eε

i − vε,δ
i ) dxdt

+
1
2

∫ T

0

∫

Ω
∂t

(
ηij

(
x,
x

ε

)
(Eε

j − vε,δ
j )(E

ε
i − vε,δ

i )
)
dxdt

+
1
2

∫

Ω
ηij

(
x,
x

ε

)
(Eε

j (0)− vε,δ
j (0))(E

ε
i (0)− vε,δ

i (0))v1(x) dx

+
1
2

∫ T

0

∫

Ω
∂t

(
µij

(
x,
x

ε

)
(Hε

j − uε,δ
j )(H

ε
i − uε,δ

i )
)
dxdt

+
1
2

∫

Ω
µij

(
x,
x

ε

)
(Hε

j (0)− uε,δ
j (0))(H

ε
i (0)− uε,δ

i (0))v1(x) dx.

The remaining steps in the proof are similar to the corresponding proof of Theo-
rem 3.3 in [17], taking into account that J0(x, y, t) = σ(x, y, E(x, t) +Dyϕ(x, y, t)),

and is therefore omitted. A complete proof can be found in [18]. �

������ 7.1. In the main homogenization theorem (Theorem 3.4) and in the
proof of Theorem 3.3 the convergence is weak in W 1

p,2(I;V,L2,2(Ω)). As a conse-
quence of the a priori estimates, the theorems holds also in the weak*-convergence
sense in (L∞(I;L2(Ω)3) ∩ Lp(I;Lp(Ω)3))× L∞(I;L2(Ω)3). But for the sake of sim-

plifying the notation, we have, after some hesitation, carried out the theory in the
usual weak convergence sense.
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