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Abstract. The identification problem of a functional coefficient in a parabolic equation is
considered. For this purpose an output least squares method is introduced, and estimates
of the rate of convergence for the Crank-Nicolson time discretization scheme are proved,
the equation being approximated with the finite element Galerkin method with respect to
space variables.
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1. INTRODUCTION

In this article we consider the parabolic equation

(1.1) w -V (b(t,x) Vu(t,z)) = f(t,z) in (0,T] x Q,
ou .
b% o g in (0,71,

u(0,2) = up(z) in Q,

where (2 is a bounded domain in R? with a smooth boundary 9, and [0, 7] is a fixed
time interval with 7' < co. A direct problem in (1.1) consists in finding the unknown
solution v when we know both functions b and f, but here we are interested in the
inverse problem related to this equation: With some information about the solution
u, recover the parameter b.
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We assume that we have a distributed observation of the solution u and we use
the output least squares method to transform the identification problem of b into a
minimization problem. The aim of this paper is to generalize the analysis for elliptic
identification problems in [5] to the case of the parabolic equation (1.1). For other
works containing estimates of the rate of convergence for parabolic identification
problems we refer to [9], [6] and references therein.

The convergence analysis of inverse problems is based on the techniques used for
the corresponding direct parabolic problems. This kind of calculations can be found,
for example, in the books [10], [4], and in the papers [3], [7] and [11]. In our work
we have adopted these techniques especially in the proofs of Lemmas 3.3 and 3.4.
However, at least we do not know any work where a method like ours is used in order
to obtain estimates for time derivatives in those lemmas.

The paper is organized as follows. In Section 2 we recall some approximation
results and inequalities needed in the analysis. In Section 3 we formulate the iden-
tification problem as an optimal control problem by introducing a cost functional,
which is minimized in the computational procedure. This is followed by estimates
of the rate of convergence, when the equation (1.1) is discretized in time with the
Crank-Nicolson scheme.

2. NOTATION AND PRELIMINARIES

The standard notation for Sobolev spaces and associated norms will be used. We
will not include the domain 2 in the spaces and norms, since we assume it always
fixed. We use (-, -) to denote the L? inner product on  and (-, -) on 9Q. We regard C
as a generic constant, which may vary in different contexts, but is always independent
of h. By D; we denote the derivative with respect to the time variable .

In order to define the finite element spaces let 7, 0 < h < 1, be a family of
triangulations of Q. If the boundary of Q is curved, we use triangles with one edge
replaced by a curved segment of the boundary (see [8] for details). We assume that
the family 7}, is regular and quasi-uniform. For fixed integers 0 < I < r, r > 1, we
define a finite element space as

(2.1) Sii={vlve C@), vip e BV T €T},

where P, is the space of polynomials of degree less than or equal to r» and C~! is
interpreted as L2. By standard results ([2], [1]) we know that for all v € W™P(Q)
there is v, € S} | such that

(2.2) v —vnllkp S CR™F|0|lmyp for 0<E<SL, E<m<r+1, 1<p< oo
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Also, these spaces satisfy an inverse inequality
(2.3) lonllip < CRHonllop Von € Shyy 1<p < 0.
We will make use of Young’s inequality:

Let a,b € R. Then, for a > 0 we have

1
(2.4) ab< Ea2 + ab®.
Using (2.4) with a = % it is easy to prove that for vy,...,v,, € X we have an
estimate
(2.5) lor + .. Fonlk <m(lullx +- -+ lomll%)-

We denote by H~! = H~1(Q) the dual space (Hl(Q))/ equipped with the natural

norm

(v, )|

2.6 1= .

(26) Foll-+= sup e,
P#0

A direct consequence of this definition for v € H~! and ¥ € H! is the inequalit
y

(2.7) (v, )| < flwll-1llella
If v is a strongly measurable map of (0,7) into the Banach space X with a norm
Il - 1| x, we set
T
(2.8) 1122 0,7),x) = V122 (x) = / lo(s)[I% ds.
0

Moreover, if v is continuous from [0, 7] into X, we put

(2.9) vllcogo,ry:x) = llvllcocx)y = ax, o) x-
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3. ESTIMATES FOR CRANK-NICOLSON SCHEME

First we fix some notation. Let 1 < n € N be a positive integer and set At = %
We divide the time-axis [0, T] into the subintervals [t;,t;41], j =0,...,n — 1, where
t; = jAt. In the sequel, we use the following notation for functions v, @Z, which are
defined on [0,T7] or its division:

(3.1) by = wty), Oy = T, Wy = w’
Vi = 0(tipy), W) 0 =001 05

1 1
2 2

(NI

Let z(t,x) € C°(H') be a distributed observation of the state u and o(t,z) €
C°(H1) that of Dyu at each time level . We assume that the observation error

with these functions is of the form

(3.2) |u — 2|1 < e,

| Diw — pl|—1 < 2,

for all t € (0, 7). Notice that if we have measurements of v at different time lev-
els, we can get an observation also for D;u by differentiating in time the obtained
interpolation of observations. Later we will discuss possibilities how to remove the
observation ¢, but in the following analysis it is more convenient to consider z and
( as separate observations.

The original equation (1.1) in the weak Galerkin form reads as follows: find wu:
[0,7] — H! such that

(3.3) (Diu,v) + (bVu, Vo) = (f,v) + (g,v) Vv € HY,
u=ug fort=0.

In the semidiscrete finite element approximation of (3.3) we seek for a function
up: [0,T] — Up, such that

(3.4) (Dtuh, Uh) + (b Vup, Vvh) = (f, 'Uh) + (g, Uh) Yoy, € Up,

up = uo,p, fort =0,

where U}, = S;;j,;l C H' for k> 1, and ug,p, is the interpolant of ug in Up. In order to
get a totally discrete scheme we must discretize also the time derivative in (3.4). We
introduce the well-known Crank-Nicolson scheme, where the equation is discretized
in a symmetric fashion around the points ¢; i So, let us define a totally discrete
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solution Uj(b) = un(b)(t;), which corresponds to a given parameter b and can be
computed recursively by

(3.5) (0U;,v) + ((BVU)j+%,VUh) = (fj+%,vh) + <§j+%,vh> Yoy, € Up,
UO = UQ,h,

forj=0,...,n—1.
For the computational procedure we introduce a cost functional

n—1

(3.6) T(bn) =D IV = 2),1 15 + 1005 — 511174,
=0

where U = Uj(by,) is the solution of (3.5) calculated with the parameter by,. It can be
seen that the cost functional consists of a sum of output least squares fits between the
computed discrete function U and the given observations. The actual identification
problem with the cost functional J(by) can be defined as follows:

(3.7) find by, € My,: J(by) < J(by) VY by € My,
where

My = {bn € Sppa V0 <n=1: 0< A < by iy <2 < o0 ae. inQf

N

is the set of admissible parameters with given positive constants A1, A2 € R. From the
definition of M} we see that the discrete parameter l;h is defined as a finite element
function with respect to the space variables at time levels ¢, 41 j=0,...,n—1. In
the sequel, let b, be the minimizer of (3.7) and W = U,(by,) the solution of (3.5)
with the minimizing parameter.

Concerning the smoothness of the functions we assume that

(3.8) u € COH"?), Dyu€ L*(H"), Dyu € L*(H"),
Dyyu € L*(H™1), be CO(Wh>nH™)

for 7 > 1. Moreover, we require that the true parameter b satisfy
(3.9) A +d<b(x)<Ao—dae inQVte (0,7)
for some ¢ > 0. Finally, as in [5] we assume that

(3.10) there exists a constant unit vector 7 and a constant § > 0

such that Vu -7 > 6 > 0Vx € Q, Vt € (0,7,
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(3.11) ueW3(Q) and Ty = {x € oN: g—z > o} € C"™2 vt € (0,7).

Lemma 3.1. Assume (3.10) is fulfilled and w € W%> for all t € (0,T). Then
there is at most one coefficient b(t,x) € H'(Q) satisfying (3.3) Vt € (0, 7).

Proof. Asin [5], Lemma 1. O
Let us first prove some estimates for the true solution u of (1.1) and its L? pro-

jection.

Lemma 3.2. Let @, be the L? projection of w into U,. Then the following
estimates for u and 4y, are valid:

Ju—ans <Ch ™ lulls, 1<s<r+2,-1<k<1,
|Dy(u — @n)||x < OB | Dyulls, 0<s<r+2,-1<k<1
Proof. By the definition, v and @y, satisfy the relation
(3.12) (u—ap,vp) =0 VYo, € Up,.
A direct calculation using (3.12) shows
(3.13)  llu—anl§ = (u—ap,u—an) = (u—an,u—x) < |lu—an]ollu—xlo,

where x is an arbitrary element in Up. Then, (2.2) yields
(3.14) lu—apllo < Ch%|ulls, 0<s<r+2.
Let x be the interpolant of w in Up. Using (2.3), (2.2) and (3.14) we deduce

<l =xlls + €A™ Ix = anllo
< CRHulls + Ch™H (IIx = ullo + [lu — @nllo)
<Ch Hulls, 1<s<r+2.

(3.15) |l — @nl1

Moreover, by the definition of the H~! norm it follows from (3.12), (2.2) and (3.14)
that

B |(w — @n, )| [(u — 1, Y —n)|
(3-16) HU — Uh”—l = ws;}{)l 7“#’”1 = zpseulgl H7/’||1
< sup [u—anllollv — ¥nllo
GeH %11
S Chllu—1anlo
SCR ™ lulls, 0<s<r+2
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By differentiating (3.12) with respect to ¢ we find

d

(3.17) =

U — ﬂh,vh) = (Dt(u — ﬂh),vh) =0 VYo, € Up,

which means that the L? projection commutes with time differentiation. This implies,
as in (3.14) - (3.16), that estimates

(3.18) IDy(u — an)llo < Ch* | Deulls, 0<s<r+2,
[De(u = an)lly < Ch*~ 1| Dyulls, 1
[De(u —ap) || -1 < Ch¥H | Dyufls, 0

NN
Va)

are also valid. This proves the results. O

Lemma 3.3. For u and the discrete solution U;(b) of (3.5) an estimate

n—1
ALY (||(U —@); 1|} + 10U — Dyt ||2'_1) < OT(h20+D 4 (ADH)
j=0

holds, for At sufficiently small.

Proof. From (3.3) and U, C H' it follows that the formula
(3.19) (Dmﬁ%,vh) + ((EVa)j+%,Vvh) = (fﬁ%,vh) + <§j+%,vh> Yoy, € Uy,
is valid. Hence, a combination of (3.5) and (3.19) leads to
(3.20) (8tUj — Dtﬂj_’_%,’l)h) + ((BV(U — a))ﬁ%,Vvh) =0 Yo, €Uy

Let x be an arbitrary element in U;. By adding and subtracting some terms to
(3.20) we get

(3:21) 0(U = x)j,vn) + (OV(U = x))11, Von)
= (0e(u— x)j,vn) + (OV(u = x))11, Von)
+ (Dtﬂj+% — atu]',vh) + ((BV(E — u))j+%,Vvh) Yoy, € Up,.

Now we choose v, = (U — x); 1. Using the inequalities (2.7) and (2.4) we obtain
from (3.21), when Ay [[(U — x);4 1 |2 is added to both sides,

1
(3:22) 57 (U = X)51l13 = 10 = X05118) + MU = 204413
< C (1100 = X)5121 + IV = )4 3113 + 1Deti g — Bu 2,
FAIV(@ = )3 I3+ Ml =013 1) + @l U = 204311
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Here we have used the formula
1
(3.23) (0T =X, (U = X)j13) = 551U = X+l = 1T = x);ll6),

and the result (see [4], p. 152)

ti+1
t

i
which implies

n—1 tn
B25) A [Diy —dulty < C@0" [ Dl ds
7=0 0

< C(A)Y | Dysgul| T2 (g1

A direct calculation shows that the inequality
n—1

(3.26) ALY (@ —u)pallf < CAD* | Dot 72y
j=0

is valid, too. Moreover, a straightforward calculation gives

1 tj+1
(3.27) O(u—x); = E/ Dy¢(u — x)ds,
tj

whence we get
n—1 tn

(328) Aty [[0i(u—x);|%1 < /0 [1De(u = x)[121 ds < [|De(w = x)|1F2(s-1)-
§=0

By the definition it follows that

(3.29) 1w =) 2l < CUI(w = x)j41ll + [ (w = X)5110),

and a repeated application shows that

n—1
(3.30) ALY l(u= )4 1llF < CT flu = Xl[Zo(rm-
j=0
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Finally, a direct calculation gives

i
L

1

(3.31) 5z (10 =) 15 = 1V = x)516)

~
I
=)

1
o (10U = X0nl3 = 100 = xoll3).

Then, summing (3.22) for j =0,...,n — 1, choosing o < A1 and using the results
(3.25)—(3.31) we obtain

n—1
(3.32) IO =)l + 28D I = )41 113
7=0
n—1
< ALY (1106 = 5112 + 1V (= )4 I8 + 1 Detiy g — Do 2
7=0

HIV(@—w); 1l + 11U = x)j42 ||(2>) +1I(U = xolly
SCT (I1De(u = ) Za(a-1) + 1V (u = X)) 2012
+[luon — woll§ + lluo — xol13)
+ C(A (| Dasgt| T2 -1y + 1Derull723)) + CAL D II(U = x);l5
=0
< OThZ(TH)(HDtUH%%Hr) + ||U||260(Hr+2) + [luoll?41)

n
+ C(AO) (|| DeveullFa -1y + [ DesullFa () + CAL Y [[(U = )55
§=0

< CT (R + (A ++CAL D [T = x);5.

=0

Here we have chosen x to be the L? projection of u and used the results from
Lemma 3.2. Using the discrete Gronwall’s inequality ([4], Lemma 4.7) we deduce
from (3.32), for At sufficiently small,

n—1
(3.33) ALY U = )41 ]1F S CT (R0 + (A1)Y).

Jj=0
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From this we obtain, using again Lemma 3.2, (3.30) and (3.26)

(3.34) AtZu ;43113
n—1
<AL (10 =054 13+ 10— )4 g 13 + 1w = @) 4113)
=0

< CT (R 4 (An)Y).

Let ¢y, € Uy, be the L? projection and x € Uy, the H! projection of a given ¢ € H*.
Then it follows from (2.3) and (2.2) that

(3.35) lnlls < €A™ [on = xllo + IIx = ¥l + 191
< Ch™H ([[n = llo + ¥ = xllo) + C ll9 [l
<C

1911

Hence, using the equation (3.21) and the definitions of the H~! norm and the L2
projection we get for 9,(U — x); € Uy

(3.36)
(0:(U = x)5,%) (0:(U = x)j,%n)

10:(U = X)jll-1 = sup ~———-r"—= = sup
! weH! 19111 peH! [t

{ (B = X)) 4 Viin) + @l — )5 80) + (BV (=), . V)]

< sup
YeH!

Tl
Dty By ) + (G (@ u>>j+;,wh>}

1911
c (I|V(U = X)j+2llo + 110 (u = x)jll -1 + IV (u = x);1 1 llo

+ 11ty = Outsl-1 + [V (@ = )31

V0 < j < n — 1. This together with (3.33), (3.28), (3.30), (3.25) and (3.26) yields

n—1
(3.37) ALY 0 — Dty 1|4 < CT (RPCHY + (A1),
j=0
which proves the result. O

Lemma 3.4. Let 0}, be the interpolant of b in By, for all t € [0,T] and let U; =
un(6r)(t;) be the corresponding discrete solution of (3.5). Then, for h small enough,
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0y, € M}, and the following estimate holds for U and u:
m}:mv )44 13+ 1005 = Doty 4|21) < CT (W20 4 (A)?)

for At sufficiently small.
Proof. By (2.2) and the regularity of b the following estimates hold for b and

9h:

(3.38) 16— Bhllo < C A" {[B]| 41,
16— Onlloc < Ch|bl1,00,

which gives, for A small enough,

(3.39) M <0 < yae inQ

vt € (0,T), so 0, € M, for h small enough. U satisfies the equation
(340)  (@Tj,vn) + (00 VU) 11, Von) = (Fii1,00) + (@511, 0n)  Vou € Un.
Hence, a combination of (3.5) and (3.40) gives

(3.41) @(U = U)z,0n) + (00 V(U = U)) 11, Von)
éh) VU)J-JF%,V”Uh)
- éh) V(U - a))j+%,Vvh) + (((1_7 - éh) Vﬂ)j_,'_%,vvh) Yo € Up,.

As before we take v, = (U — U)j41- Then (3.41) implies, as in (3.22), by virtue of
the fact @;, 1 € H"™2 C Wh* for r > 1 that

(3.42) 57 ([T = )5 = 1T = U)5lI) + MV = U415

C(I9 = @) 3 I3+ 16— 0n)4 4 13) + V(T = V)44 3.

2At

Thus, we choose again a < A; and sum (3.42) from 0 to n — 1:

n—1
(3.43) (T = U)nlls + At DIV =)yl
j=0
n—1 B _
< CALY (IVU = @)1 115+ (0= 0n) 11 117)
j=0

(2D 4+ (A +1[b = Onl|Z0(12))
(h2(7‘+1) + (At)4),
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having used the results from (3.38) and Lemma 3.3. So, again as in Lemma 3.3, it
follows from (3.43) with the triangle inequality, for At small enough,

(3.44) Atz IV(T — @), 1] < CT (B2FD + (An)*).

The estimate in H~! follows exactly as in (3.36)—(3.37) combined with (3.41).
This completes the proof. O

Lemma 3.5. The following estimate for b, w and by, W = U(bh) is valid, for At
and h small enough:
n—1

Aty (HV(W —a); 1|3+ [0, — Doty \|2_1) < OT (W20 4 (At 42 +22).
j=0

Proof. Because by is the minimizer of the cost functional (3.6), we have, for h
small enough, At J(b,) < At J(6p,). This means

|
—

n

(3.45) AT (IVOV = 2), 515+ 105 = 2551%1)
7=0
Atz(nv 21 B+ 11005 — 714.113)
=1 + 5.

For I; we have, using Lemma 3.4 and (3.2),

n—1
(3.46) I <At 2 (190 - @)y 43 + IV (@ = 2)54413
7=0

<CT (h*D) 4 (AD)* +€3).
For I, we get, using again Lemma 3.4 and (3.2),

n—1
(3.47) I <At Y 2(|0U; — Dytijy |2+ [(Det — @)1 11124
=0

<OT (WD) 4 (AD)* 4 €2).
Hence, from (3.45)—(3.47) we conclude

n—1

(3.48) ALY (IVOV = 213 18 + 105 — 2105121

§=0
< CT (R 1 (AN + €2 +€2).
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By the triangle inequality and the above results we then get

n—1
(3.49) ALY VW = )41
7=0
n—1
<At Y2 (VW =253 5+ 19 - )41 15)
7=0

<CT (K2 4 (At)* 42 4 €2)

and
n—1
(3.50) ALY |00 — Dyt 1|2,
j=0
n—1
<At Y2 (19W; = 74320+ 17 = Det) 4412,
j=0
< CT (R 4 (AN + 2 +€3).
This completes the proof. O

Now we are ready to present our main theorem:

Theorem 3.1. Let by, be the minimizing parameter of the cost functional (3.6)
and let assumptions (3.10) and (3.11) be valid. Then, for At and h sufficiently small,
the estimate

-

n—1 5
(At S G— )y ||g) COTh (W 4+ (At 421 + 25)
7=0

holds for b and by,.

Proof. From (3.5) we know that the equation

(3.51) (((éh — by vﬁ)ﬁ%,wh)

- (at(w - ﬁ)j,vh) + ((z}h V(W - ﬁ))j+%,m)
is valid for all 0 < 7 < n — 1. By adding and subtracting some terms we then get
(3.52) (((éh — by Vﬂ)j+%,Vv) = (((éh —by) Va),,
+ ((Bh =5 V(@ = 0));43, Von ) + (W = 0,00

+ (Gn VW = 0))13,Ven) -

1, V(v — vh))

E,
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We now choose v = gexp 2K 7[(f), — Eh)jJr%]. For the details of this choice and the

subsequent results we refer to [5]. Then we can show, using assumptions (3.10) and
(3.11), that

(3.53) (((éh —by) qu)ﬂ%,w) > 7|8 — bn); 3|12 for 7> 0,
lo = vll1 < ChII@h — Bn); 1 llo,
lolly < CRY1(Bh — Bn); -+ 1 llos
lonlly < low = olls + llolls < Ch (B — B) 14 1 lo-
Applying this choice to (3.52) and using (3.53), (2.7) and (2.4) we obtain
(3.54) 1@ —Bn)s 113
< ORI = br) 3 I3+ Ch (IV(@ = T4l
HOW = D)sll 1+ IV OV = T)g5 4 l0) 110 = Bn)1 4o
< (Ch+a)[(Bn = B) 4 I3+ Cn2 (IIV(@ = 0),44 13
J0W = D)3112, + IV (W = 0).4113)
Hence, for A and « small enough,
(3.55) 16 = br) 1 1l5
<N =) 3 18+ Cn2 (IV (@ = 0)144 113
oUW = T)112, + [V = )44 3) Y0 <j<n—1.

Thus, by summing (3.55) from j = 0,...,n — 1 and multiplying with At we have

n—1

(3.56) At > (5 byl

<0At Y (16— 0413

.
Il
o

+ W2 (IV(@ = U)jy 1 I3 + 10:(W = 0512, + V(W = T)4 H%))
n—1
<OT b OnlZouny + Ch2t 3 (VG — 0413+ IVOV — )43
7=0

10, = Ditty 12 + 1 Ditiy gy = T2, -

This combined with (3.38) and the results in Lemmas 3.4 and 3.5 yields the result.
a
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Remark 3.1. The estimate in Theorem 3.1 is of the same form as the estimates

obtained for the Crank-Nicolson scheme in direct parabolic problems, for example,
in [3] and [4].

As in [5] we can prove a better estimate in the one-dimensional case, if we have a
condition

(3.57) W >8>0 a. e inQVte (0,7),
where ' means the differentiation with respect to x.

Theorem 3.2. If u satisfies (3.57), the estimate

n—1 3
<At Z|(El§h)j+%|§) <CT (R 4+ (At)? + &1 + &)
=0

is, for At and h small enough, valid in 1d for b and by,.
Proof. From (3.51) we obtain the equation
(3.58) (((On = bn) @) 41, 07)
= (((On —bp) (@—U)) 1, 04) + (0(W = U)j,vp)
(o W =), 43.0%).

In 1d the domain ) reduces to an interval I = (a,b). Let v}, be the solution of the
differential equation

(3.59)

'U;L:(ghfgh)j_t,_% inI,
vp(a) = 0.

Then, as in [5], by the definition v; € Bj, = Sh r—1, and therefore v, € S}Tkl =Uy,.
Moreover, because v, (a) = 0, we get from the Poincaré inequality ||v|lo < C|lvp]lo <
(61, — Bh)ﬁ% llo, which means |jvp||; < C||(0n — Bh)ﬁ% llo- Applying this vy, to (3.58)
and using (3.57) and (2.7) we get

(3.60) 311 (Br — bn), 4 1115
<C (H(ﬁ - 5’);+% lo + 10 (W = T)sll—1 + (W — ﬁ)}+% Ho) l[onllx
<C (H(ﬁ - 5’)}+% lo + 10 (W = T)sll—1 + (W — ﬁ);+% Ho)
1O —bn)jp1llo YO<j<n—1.

Again, multiplying (3.60) with At, summing from 0 to n — 1, applying the triangle
inequality and using the results from Lemmas 3.4 and 3.5 we obtain the result. O
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Next we consider one possibility of removing the observation ¢ for D;u. Because
this could be done in many ways by using some interpolation strategy of the observa-
tion z in time direction, we have so far assumed the existence of ¢ with an observation
error €3. So, assume that we have only an observation z of u with observation errors

(3.61) [lu — 2|1

for all ¢ € [0, T]. Let us define a cost functional by

n—1

(3.62) J(on) = IV = 2)54 4ll8 + (A 0:(U — 2)51I2,,

Jj=0

where (At)? in front of the second term is for balancing the two terms in the cost
functional with respect to the observation errors in (3.61).

Theorem 3.3. Let by, be the minimizing parameter of the cost functional (3.62)
and let assumptions (3.10) and (3.11) be valid. Then, for At and h sufficiently small,
the estimate

(At Z (b — Bh)j_t,_% ||(2)> <CT(hAt)™! (h7"+1 + (At +e, + 52> 7
i—0

holds for b and by,.

The one-dimensional error estimate corresponding to Theorem 3.2 reads as follows:

Theorem 3.4. If u' satisfies (3.57), the estimate

(At Z 16 J+1 ”0) <CT (At)_l (hr-H + (At)2 +eée1+ 62)

is, for At and h small enough, valid in 1d for b and the minimizer by, of (3.62).

Because the proof of Theorem 3.4 follows from the proof of Theorem 3.3 as in
Theorem 3.2, we will only prove Theorem 3.3.

Proof (of Theorem 3.3). As in Lemma 3.5 we have
n—1
(3.63) ALY (IVOV = 2)4 2 13+ (A0 10, — 2)]2,)
j=0
AtZ (IV (T = 2);13 13 + (202100 - 2);13)
=1, + (At)?I
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By using the previous results and (3.61) we have

n—1
(3.64) L <At Z (VU = @), 1 15+ V(@ = )y 213 + 1V (u = 2);4 1115
<(JT( RECHD 4 (A + u = 2l )
<COT (R + ( ) +ed).

Similarly, for I we get
(3.65) (At)%I, < At Zs At (0.0, — Dy 1|2

+ IIth 1= D2y + [10s(u = 2)5]124)

CT (At (R0 + (A1) + C(II(uw = 2);11% 1 + l[(u = 2);411%1)
CT (A)* (h2F) 4 (A1)*) + Cllu — 2[|Z0 (1)

< OT (A2 (R + (AD)?) + £3.

<
<

Hence, we conclude

n—1 n—1

(3.66) At SV =), 313 < A 33 (IVOV = 2)4 3 I3+ 190 = w)4 43

=0 j=0
IV (@ - );4113)
< CT (R 4 (A + &2 + £2),

and
n—1 n—1
(3.67) At > [10,W; — Dytiyy 1|20 < A3 ([0:(W = 2)501% 1 + [0u(z — w);]1%4
j=0 j=0
10w — Dity 412,
<CT(At)2 (hZ(T“) + (At)* + 3 + 53) .
The rest of the proof proceeds as in Theorem 3.1. O

Remark 3.2. It is clear from the previous analysis that if Dy;;z € L2(H ') and
the observation error between the time derivatives of v and z is ||Di(u — 2)||-1 <
€9 ¥t € (0,T), a minimization of the cost functional

n—1

(3.68) J(bn) =Y IV = 2)1 315 + 1010 = 2)51I24

=0

will give the same estimates as in Theorems 3.1 and 3.2.
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Remark 3.3. In fact, from the calculations we notice that for the validity of
our results it would be enough to assume that z is an observation of u in H§ with
an observation error |V (u — 2)||o < &1 V¢t € [0, T].

Remark 3.4. The relation for k in the discrete spaces B, = S} ,_; and U =
S;'Zl was only needed for the one-dimensional estimates. Thus, nothing in the general
case prevents the use of the same k in both spaces By, and Uy,.

Remark 3.5. If z is the L? projection or the interpolant of u in Uj,, both
observation errors €; and €2 can be removed from all error estimates. This follows
from Lemma 3.2 and the standard interpolation theory. Moreover, the choice 0;z;
in the cost functional (3.62) is the simplest one to approximate the time derivative.
Other interpolation strategies in time direction can be used in order to obtain higher
order approximations for D;u.

Remark 3.6. Throughout this section we could replace J_"j+% with fj+% if
Dy f € L*(H™'), and Jjq1 with g; 1 if Dyg € L2(L2(092)).

Remark 3.7. In (3.2) and (3.61) we have assumed that the observation z is
given in H!. However, if z € CO(H"*2) is an L? observation of u with an observation
error ||u — z|jp < €1, we can show, by using the inverse inequality (2.3) and the
approximation result (2.2) that ||u—z||; < C (h"*'+h~1&;). Hence, in this case the
term €1 should be replaced with h~! &, in all error estimates. Then we can observe
that our estimates in this case are exactly of the same order (and coincide if Dyu = 0)
as those in [5] for elliptic problems.

Lemma 3.6. Calculation of the dual norm. In our cost functionals we need
to compute the H~! norm of a given function g (with the methods proposed this
computation is done separately at each time level). This can be done as follows: let
¢ be the weak Galerkin solution of

—Ap+eo=ginQ,
(3.69) D
— =0.
o |pg
Then ||g||—1 is equal to ||¢||1-
Proof. The equation (3.69) in the weak Galerkin form reads

(3.70) (V, Vo) + (p,0) = (g,0) Voe H.
By choosing v = ¢ in (3.70) and using the inequalities (2.7) and (2.4) with o = 1
we obtain
1 1
(3.71) lell = (V. Vo) + (0, 0) = (9:90) < 5 llglZa + 5 [l
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which shows that

(3.72) el < llgll-1-

By the definition of the H ! norm we get, using again the equation (3.70),

[(g,9)] sup [(Vip, Vi) + (i, )]

(3.73) lgl—1 = sup = < llell,
vem 1Yl yem IR
which combined with (3.72) proves the result. O

(1]
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