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This paper characterizes completely the behavior of the logarithmic barrier method under a standard second order condition, strict (multivalued) complementarity and MFCQ at a local minimizer. We present direct proofs, based on certain key estimates and few well-known facts on linear and parametric programming, in order to verify existence and Lipschitzian convergence of local primal-dual solutions without applying additionally technical tools arising from Newton-techniques.
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## 1. INTRODUCTION

We consider the nonlinear programming problem

$$
\begin{gather*}
f(x) \rightarrow \min ! \\
\text { subject to } x \in G=\left\{x \in \mathbb{R}^{n}: g_{i}(x) \leq 0, i=1, \ldots, m\right\} \tag{1}
\end{gather*}
$$

where the functions $f, g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1, \ldots, m$ are twice continuously differentiable. In the log-barrier method, the original problem (1) is embedded into a family of auxiliary problems with positive embedding parameter $s$,

$$
\begin{array}{r}
F(x, s)=f(x)-s \sum_{i=1}^{m} \ln \left(-g_{i}(x)\right) \rightarrow \min !  \tag{2}\\
\text { subject to } x \in G^{0}=\left\{x \in \mathbb{R}^{n}: g_{i}(x)<0, i=1, \ldots, m\right\}
\end{array}
$$

[^0]For any local solution $x(s)$ of problem (2), the necessary optimality condition yields

$$
\begin{equation*}
\nabla f(x(s))-\sum_{i=1}^{m} \frac{s}{g_{i}(x(s))} \nabla g_{i}(x(s))=0 \tag{3}
\end{equation*}
$$

Hence, with $L(x, y)=f(x)+\sum_{i=1}^{m} y_{i} g_{i}(x)$, the Lagrange condition

$$
\begin{equation*}
D_{x} L(x(s), y(s))=0 \tag{4}
\end{equation*}
$$

holds with the so-called log-barrier multipliers defined by

$$
\begin{equation*}
y_{i}(s)=-\frac{s}{g_{i}(x(s))}, \quad i=1, \ldots, m \tag{5}
\end{equation*}
$$

Given a stationary solution $x^{*}$ of (1), suitable second order conditions yield that $x^{*}$ is an isolated local minimizer. If, in addition, the linear independence constraint qualification (LICQ) and the strict complementarity condition are fulfilled, then, by a classical result (cf. Fiacco and McCormick [4, Thm. 14]), a differentiable local primal-dual path $(x(s), y(s))$ leading to $\left(x^{*}, y^{*}\right)$ is generated by the log-barrier method as well as by several further barrier-penalty methods (cf. [4]). Under the same assumptions, this result can be extended to rather wide classes of barrierpenalty methods (cf., e.g., [6, 7, 13]).

However, if LICQ does not hold, the associated dual solution is not uniquely defined and is hence often called degenerate. In the literature of the last decade, there is a growing interest in the convergence behavior of numerical methods in the case of degenerate solutions. As examples let us refer to recent papers [5, 16, 18, 19, 20] on interior methods and modified SQP methods.

The aim of the present paper is to analyze the behavior of local primal-dual solutions of the log-barrier method for $s \downarrow 0$ under the Mangasarian-Fromovitz constraint qualification, some second-order sufficient optimality condition and some complementarity condition.

First we study the log-barrier method applied to the linear program constructed by a reduced local linearization of problem (1). For these auxiliary problems we obtain that the uniquely defined barrier multiplier converges to some well-defined multiplier $\mu$ of (1) associated with $x^{*}$. In fact, this is the analytic center of the multiplier set, and so our result corresponds to a similar observation in linear programming [1].

Next we show, for small $s$, the existence of a global minimizer $x(s)$ of $F(\cdot, s)$ on the set of strictly feasible points of some neighborhood of $x^{*}$ such that $x(s)$ is a locally isolated stationary point of $F(\cdot, s)$ and defines a continuously differentiable primal trajectory. Moreover, the associated multipliers $y(s)$ converge to the limit $\mu$ obtained via the reduced linearization. This partially recovers results recently presented in [5,21], where similar properties of the primal-dual path under MFCQ were derived. However, our approach is significantly different, and we derive some additional insights into the nature of the log-barrier method: The particular linearization gives a useful formula for the limit multiplier $\mu$, and the Lipschitz estimate for the dual solutions given in Theorem 2 as well as the corresponding proof technique are new.

So we present a straightforward, complete and rather short convergence analysis of the primal-dual solutions. Our main tools consist in the subtle estimate of the values $g_{i}(x)$ on line-segments between two stationary points and of a basic fact on Lipschitzian behavior of primal-dual solutions for parametric nonlinear problems, compare estimate (33).

Our ideas might be of interest also for a bigger class of penalty-barrier methods. Finally, it turns out that parametric optimization presents us some powerful tools, see, e. g., $[2,4,8,9,14,17]$.

Throughout this paper, the following hypotheses are imposed.
(A1) $x^{*}$ is some local minimizer of (1).
(A2) The Mangasarian-Fromovitz constraint qualification (MFCQ) is satisfied at $x^{*}$, i. e., the set

$$
\begin{equation*}
U^{0}=\left\{u \in \mathbb{R}^{n}: \nabla g_{i}\left(x^{*}\right)^{T} u<0 \forall i \in I_{0}\right\} \tag{6}
\end{equation*}
$$

is not empty where $I_{0}=\left\{i: g_{i}\left(x^{*}\right)=0\right\}$.
We put $I_{1}=\{1, \ldots, m\} \backslash I_{0}$ and suppose that the set $I_{0}$ of active constraints at $x^{*}$ is not empty, too. As a consequence of (A1) and (A2) the Karush-Kuhn-Tucker (KKT) conditions

$$
\begin{equation*}
\nabla f\left(x^{*}\right)+\sum_{i=1}^{m} y_{i} \nabla g_{i}\left(x^{*}\right)=0, \quad y \geq 0, \quad g\left(x^{*}\right) \leq 0, \quad y^{\top} g\left(x^{*}\right)=0 \tag{7}
\end{equation*}
$$

are satisfied with some nonempty and bounded set $Y^{*}$ of Lagrange multipliers $y \in$ $\mathbb{R}^{m}$. Note that MFCQ ensures $G^{0} \neq \emptyset$. Hence, the feasible region of the log-barrier auxiliary problem (2) is nonempty. Further, we suppose throughout that
(A3) the strict complementarity condition w.r. to $Y^{*}$ holds, i.e.,

$$
\begin{equation*}
\text { some } y^{*} \in Y^{*} \text { satisfies } y_{i}^{*}>0 \forall i \in I_{0} \tag{8}
\end{equation*}
$$

Let us introduce some further notation. The gradient and the Hessian of $F(\cdot, s)$ with respect to $x$ are denoted by $\nabla F(x, s)$ and $\nabla^{2} F(x, s)$, respectively. Further, the Landau symbols $O(\cdot)$ and $o(\cdot)$ are used in the sense that $t=O(\tau)$ means $|t| \leq c \tau$ for some constant $c>0$ and $\tau \downarrow 0$, while $o(\cdot)$ means $o(\tau) / \tau \rightarrow 0$ as $\tau \downarrow 0$.

## 2. LOCALLY LINEARIZED PROBLEMS

In this section, we consider the linear program

$$
\begin{gather*}
\tilde{f}(x)=\nabla f\left(x^{*}\right)^{T}\left(x-x^{*}\right) \rightarrow \min ! \\
\text { s.t. } \quad \tilde{g}_{i}(x)=\nabla g_{i}\left(x^{*}\right)^{T}\left(x-x^{*}\right) \leq 0, \quad i \in I_{0}, \quad x-x^{*} \in \operatorname{span}\left\{\nabla g_{i}\left(x^{*}\right)\right\}_{i \in I_{0}} . \tag{9}
\end{gather*}
$$

Throughout this section, we suppose the general assumptions (A1), (A2) and (A3).

Though condition (A3) (i.e., strict complementarity w.r. to some $y \in Y^{*}$ ) is certainly restrictive, we cannot avoid this, and it is rather natural in the context of log-barrier methods as its role for superlinear convergence and good sensitivity properties (even in linear programming) is well-known (cf. [3, 5, 10, 21]). Let

$$
\begin{equation*}
A=\left(\ldots \nabla g_{i}\left(x^{*}\right) \ldots\right)_{i \in I_{0}} \quad \text { (column-wise) } \tag{10}
\end{equation*}
$$

denote the $\left(n, m_{0}\right)$-matrix which assembles the gradients $\nabla g_{i}\left(x^{*}\right), i \in I_{0}$, of the constraints being active at $x^{*}$.

Further, let $\mathcal{R}(A)$ and $\mathcal{N}\left(A^{\top}\right)$ denote the range of $A$ and the null space of $A^{\top}$, respectively. Recall that the direct sum $\mathcal{R}(A) \oplus \mathcal{N}\left(A^{\top}\right)$ coincides with $\mathbb{R}^{n}$. Substituting $d=x-x^{*}$ and taking into account that $\operatorname{span}\left\{\nabla g_{i}\left(x^{*}\right)\right\}_{i \in I_{0}}=\mathcal{R}(A)$, problem (9) can be equivalently given by

$$
\begin{equation*}
\nabla f\left(x^{*}\right)^{T} d \rightarrow \min !\quad \text { s.t. } \quad d \in \mathcal{R}(A), \quad A^{T} d \leq 0 \tag{11}
\end{equation*}
$$

Lemma 1. The point $x^{*}$ is the unique solution of problem (9).
Proof. Obviously, $x^{*}$ solves (9) uniquely if and only if

$$
\begin{equation*}
d \in \mathcal{R}(A), \quad A^{T} d \leq 0, \quad d \neq 0 \quad \Longrightarrow \quad \nabla f\left(x^{*}\right)^{T} d>0 \tag{12}
\end{equation*}
$$

Because $\mathbb{R}^{n}=\mathcal{R}(A) \oplus \mathcal{N}\left(A^{T}\right)$ we have $\mathcal{R}(A) \cap \mathcal{N}\left(A^{T}\right)=\{0\}$. This implies, for some $c>0$,

$$
\begin{equation*}
\left\|A^{T} d\right\|_{\infty} \geq c\|d\|, \quad \forall d \in \mathcal{R}(A) \tag{13}
\end{equation*}
$$

Thus, with the multiplier $y^{*}$ of (A3), already the assertion follows

$$
d \in \mathcal{R}(A), \quad A^{T} d \leq 0, \quad d \neq 0 \Rightarrow-\nabla f\left(x^{*}\right)^{T} d=\left\langle y^{*}, A^{T} d\right\rangle<0
$$

Next, for the sake of comparison we study the log-barrier method to the reduced problem (11) (or (9), respectively), i.e. we investigate auxiliary problems

$$
\begin{gather*}
\varphi_{s}(d)=\nabla f\left(x^{*}\right)^{T} d-s \sum_{i \in I_{0}} \ln \left(-\nabla g_{i}\left(x^{*}\right)^{T} d\right) \rightarrow \min !  \tag{14}\\
\text { subject to } \quad d \in D^{0}=\left\{d \in \mathcal{R}(A): A^{T} d<0\right\} .
\end{gather*}
$$

By MFCQ and $\mathcal{R}(A) \oplus \mathcal{N}\left(A^{\top}\right)=\mathbb{R}^{n}, D^{0}$ is nonempty. Obviously, the objective $\varphi_{s}$ (for any fixed $s>0$ ) of (14) is strictly convex on $D^{0}$.

Lemma 2. For any $s>0$ problem (14) possesses a unique solution $\tilde{d}(s)$. Further, there is a unique solution $d^{*}$ of the problem

$$
\begin{equation*}
\prod_{i \in I_{0}} \frac{-\nabla g_{i}\left(x^{*}\right)^{T} d}{\nabla f\left(x^{*}\right)^{T} d} \rightarrow \max !\quad \text { s.t. } \quad d \in D^{0}, \quad\|d\|=1 \tag{15}
\end{equation*}
$$

and it holds $\tilde{d}(s)=t_{s} d^{*}$ with some $t_{s}>0$ for all $s>0$ as well as $\|\tilde{d}(s)\|=O(s)$.
Proof. With (A3), we have (12) as shown in the proof of Lemma 1. Together with the growth of the logarithmic function this guarantees the existence of a solution of problem (14). The strict convexity of the objective function then implies the uniqueness of the solution.

To show the second statement, let $s>0$ be fixed. Because of the cone-structure of $D^{0}$, any $d \in D^{0}$ can be represented by

$$
d=t \hat{d} \quad \text { with some } \hat{d} \in D^{0}, \quad\|\hat{d}\|=1 \quad \text { and } \quad t>0 .
$$

First, let us fix some arbitrary $\hat{d} \in D^{0}$ with $\|\hat{d}\|=1$. Along the related ray, (14) becomes

$$
\begin{equation*}
\varphi_{s}(t \hat{d})=t \nabla f\left(x^{*}\right)^{T} \hat{d}-s \sum_{i \in I_{0}} \ln \left(t\left(-\nabla g_{i}\left(x^{*}\right)^{T} \hat{d}\right)\right) \rightarrow \min _{t}!\quad \text { s.t. } \quad t>0 \tag{16}
\end{equation*}
$$

This has a unique minimizer

$$
\hat{t}=\hat{t}(\hat{d})=\frac{s m_{0}}{\nabla f\left(x^{*}\right)^{T} \hat{d}}, \quad \text { where } \quad m_{0}=\operatorname{card} I_{0}
$$

Inserting $\hat{t}=\hat{t}(\hat{d})$ into the objective of (16), this yields

$$
\varphi_{s}(\hat{t} \hat{d})=s m_{0}-s \sum_{i \in I_{0}} \ln \left(s m_{0} \frac{-\nabla g_{i}\left(x^{*}\right)^{T} \hat{d}}{\nabla f\left(x^{*}\right)^{T} \hat{d}}\right)
$$

Thus, the minimum $\nu(s)$ of $\varphi_{s}(\hat{t} \hat{d})$ with respect to all $\hat{d} \in D^{0}$ satisfying $\|\hat{d}\|=1$ (which corresponds to the minimum of (14)) is attained, and hence a solution $d^{*}$ of (15) exists and realizes $\nu(s)$. By applying the above arguments to $\hat{d}=d^{*}$, one has that

$$
\begin{equation*}
\tilde{d}(s)=t_{s} d^{*}, \quad \text { with } \quad t_{s}=\frac{s m_{0}}{\nabla f\left(x^{*}\right)^{T} d^{*}} \tag{17}
\end{equation*}
$$

solves (14). Since problem (14) has a unique solution, this guarantees also the uniqueness of the solution of (15). Finally, (17) immediately implies $\|\tilde{d}(s)\|=O(s)$.

Note that (14) is equivalent to

$$
\begin{equation*}
\tilde{F}(x, s)=\tilde{f}(x)-s \sum_{i \in I_{0}} \ln \left(-\tilde{g}_{i}(x)\right) \rightarrow \min !\text { subject to } x \in\left\{x^{*}\right\}+D^{0} \tag{18}
\end{equation*}
$$

With $\tilde{d}(s)$ from Lemma $2, \tilde{x}(s)=x^{*}+\tilde{d}(s)$ is of course the unique solution of (18) for all $s>0$ and satisfies $\left\|\tilde{x}(s)-x^{*}\right\|=O(s)$. Moreover, for $d \in \mathcal{N}\left(A^{T}\right)$ the KKT conditions at $x^{*}$ yield $\nabla f\left(x^{*}\right)^{T} d=0$ and hence

$$
\left(\nabla \tilde{F}(\tilde{x}(s), s)^{T} d=\left(\nabla f\left(x^{*}\right)-\sum_{i \in I_{0}} \frac{s}{\tilde{g}_{i}(\tilde{x}(s))} \nabla g_{i}\left(x^{*}\right)\right)^{T} d=0\right.
$$

On the other hand, $\nabla \tilde{F}(\tilde{x}(s), s)^{T} d=0$ obviously holds for all $d \in \mathcal{R}(A)$. Therefore, $\tilde{x}(s)$ also satisfies $\nabla \tilde{F}(\tilde{x}(s), s)=0$ for $s>0$.

Theorem 1. The log-barrier method (14) yields for the barrier multipliers $\tilde{y}(s)$ related to the solutions $\tilde{x}(s)$ that

$$
\begin{equation*}
\tilde{y}_{i}(s)=\frac{-s}{\tilde{g}_{i}(\tilde{x}(s))} \equiv \mu_{i}, \quad i \in I_{0} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{i}=-\frac{1}{m_{0}} \frac{\nabla f\left(x^{*}\right)^{T} d^{*}}{\nabla g_{i}\left(x^{*}\right)^{T} d^{*}}, i \in I_{0} \quad \text { and } d^{*} \text { solves (15). } \tag{20}
\end{equation*}
$$

Setting $\mu_{i}=0 \forall i \in I_{1}, \mu$ is a multiplier of the original problem (1).
Proof. From the definition of $\tilde{y}_{i}(s)$ and $\tilde{d}(s)=t_{s} d^{*}$ in the proof of Lemma 2, one has

$$
\tilde{y}_{i}(s)=-\frac{s}{\tilde{g}_{i}(\tilde{x}(s))}=-\frac{s}{\nabla g_{i}\left(x^{*}\right)^{T} \tilde{d}(s)}=-\frac{s}{\nabla g_{i}\left(x^{*}\right)^{T}\left(t_{s} d^{*}\right)} .
$$

Now, from $t_{s}=\frac{s m_{0}}{\nabla f\left(x^{*}\right)^{T} d^{*}}$ according to (17) the formula (19) directly follows.
To see the last assertion, we notice that without the normalization $\|d\|=1$, problem (15) is equivalent to

$$
\sum_{i \in I_{0}} \ln \left(-\nabla g_{i}\left(x^{*}\right)^{T} d\right)-m_{0} \ln \left(\nabla f\left(x^{*}\right)^{T} d\right) \rightarrow \max !\quad \text { s.t. } \quad d \in D^{0}
$$

The related optimality condition

$$
-\sum_{i \in I_{0}} \frac{1}{\nabla g_{i}\left(x^{*}\right)^{T} d} \nabla g_{i}\left(x^{*}\right)+m_{0} \frac{1}{\nabla f\left(x^{*}\right)^{T} d} \nabla f\left(x^{*}\right)=0
$$

yields

$$
\sum_{i \in I_{0}} \frac{-1}{m_{0}} \frac{\nabla f\left(x^{*}\right)^{T} d}{\nabla g_{i}\left(x^{*}\right)^{T} d} \nabla g_{i}\left(x^{*}\right)+\nabla f\left(x^{*}\right)=0
$$

With $d=d^{*} \in D^{0}$, this is just a specific realization of the KKT-conditions of the original problem.

Remark 1. The multiplier $\mu$ appearing in (20) is the analytic center of the set $Y^{*}$, i.e., it is the solution of the problem

$$
\begin{equation*}
\Pi_{i \in I_{0}} y_{i} \rightarrow \max !\text { subject to } y \in Y^{*} \tag{21}
\end{equation*}
$$

In game theory, such problems are used for describing Nash-bargaining solutions over convex sets, cf. [15]. Note that (A2) and (A3) guarantee the existence of a solution $\hat{y}$ of (21) which is uniquely characterized by $\hat{y} \in Y^{*}$ and the Lagrange condition

$$
\begin{equation*}
\hat{y}_{i}^{-1}=-\nabla g_{i}\left(x^{*}\right)^{\top} \hat{\lambda}>0 \quad \text { for some } \hat{\lambda} \text { and all } i \in I_{0} \tag{22}
\end{equation*}
$$

Setting $\hat{\lambda}=t d^{*}$ with $t=m_{0}\left(\nabla f\left(x^{*}\right)^{\top} d^{*}\right)^{-1}$ in the above theorem shows $\mu=\hat{y}$. This recovers a known result (cf., e.g., [1, 21]) by giving a concrete form and computational rule.

## 3. THE NONLINEAR PROBLEM

In this section, we study the local convergence of primal and dual solutions in the log-barrier method (2) near $x^{*}$,

$$
F(x, s)=f(x)-s \sum_{i=1}^{m} \ln \left(-g_{i}(x)\right) \rightarrow \min !
$$

subject to $\quad x \in G^{\varepsilon}=\left\{x \in \mathbb{R}^{n}: g_{i}(x)<0, i=1, \ldots, m,\left\|x-x^{*}\right\|<\varepsilon\right\}$,
for solving the original problem (1). We assume throughout that the assumptions (A1), (A2) and (A3) are satisfied, and in addition
(A4) the following second-order optimality condition holds:

$$
u^{\top} D_{x}^{2} L\left(x^{*}, y\right) u>0 \text { for all } y \in Y^{*} \text { and all } u \in U^{*}, u \neq 0
$$

where

$$
U^{*}=\left\{u: \nabla f\left(x^{*}\right)^{\top} u=0, \nabla g_{i}\left(x^{*}\right)^{\top} u \leq 0 \forall i \in I_{0}\right\}
$$

is the critical cone for $x^{*}$.
Recall that $L(x, y)$ means the Lagrange function, $I_{0}$ is the active index set at $x^{*}$, and $Y^{*}$ is the multiplier set associated with $x^{*}$. Note that assumption (A3) implies that $U^{*}$ has the form

$$
\begin{equation*}
U^{*}=\left\{u \in \mathbb{R}^{n}: \nabla g_{i}\left(x^{*}\right)^{\top} u=0 \forall i \in I_{0}\right\} \tag{23}
\end{equation*}
$$

The stationary points $x(s)$ of $F(\cdot, s)$ on $G^{\varepsilon}$ are the zeros of

$$
\begin{equation*}
\nabla F(x, s)=D_{x} L(x, y) \text { with } y_{i}=-s / g_{i}(x)>0 \quad \forall i \tag{24}
\end{equation*}
$$

To see that the related $\log$-barrier multipliers $y(s)$ are bounded for small $s$ and $\varepsilon$, consider any $u \in U^{0}(6)$. If $\varepsilon$ was small enough, we have $\nabla g_{i}(x(s))^{\top} u<-r_{u}<0$ $\forall i \in I_{0}$ and

$$
\nabla F(x(s), s)^{\top} u=\nabla f(x(s))^{\top} u+\sum_{i \in I_{0}} y_{i}(s) \nabla g_{i}(x(s))^{\top} u+\sum_{k \in I_{1}} y_{k}(s) \nabla g_{k}(x(s))^{\top} u=0 .
$$

Since also

$$
\begin{equation*}
y_{k}(s) \leq 2 s /\left|\max _{k \in I_{1}} g_{k}\left(x^{*}\right)\right| \rightarrow 0 \tag{25}
\end{equation*}
$$

is valid for $k \in I_{1}$ and small $\varepsilon$ (if $I_{1} \neq \emptyset$ ), one obtains that

$$
\begin{equation*}
y_{i}(s)=-s / g_{i}(x(s))<C_{g} \quad \text { and } \quad g_{i}(x(s))<-s / C_{g} \quad \forall i \tag{26}
\end{equation*}
$$

hold with some constant $C_{g}>0$ and for sufficiently small $s, \varepsilon$. Further (26) and $I_{0} \neq \emptyset$ imply (since $g$ is locally Lipschitz)

$$
\begin{equation*}
\left\|x(s)-x^{*}\right\| \geq C s \quad \text { with some constant } C . \tag{27}
\end{equation*}
$$

So the convergence $x(s) \rightarrow x^{*}$, if valid at all, is not very fast. In what follows we will show

Theorem 2. There are $\bar{s}>0$ and $\varepsilon>0$ such that for all $s \in(0, \bar{s})$, the function $F(\cdot, s)$ on $G^{\varepsilon}$ has a global minimizer $x(s)$ which is the unique stationary point of $F(\cdot, s)$ on $G^{\varepsilon}$. The associated multipliers $y(s)(5)$ converge to $\mu$ given in Theorem 1 where

$$
\begin{equation*}
\operatorname{dist}\left((x(s), y(s)),\left(x^{*}, Y^{*}\right)\right) \leq C^{*} s \text { with some constant } C^{*} \tag{28}
\end{equation*}
$$

the Hessian $\nabla^{2} F(x(s), s)$ is uniformly positive definite and $x(\cdot)$ is continuously differentiable on $(0, \bar{s})$. Theorem 2 will be proved via several lemmata. Our main tools consist of elementary (but quite sharp) estimates of the values $g_{i}(x)$ on line-segments between two stationary points $x(s)$ and $\xi(s)$ and of an basic fact on Lipschitzian solutions for parametric problems, cf. (33). Notice that different approaches of dealing with barrier (and penalty) methods in the framework of parametric optimization (but under different hypotheses) can be found, e.g., in [8, 11, 12, 13].

Lemma 3. There is some $\varepsilon_{,}>0$ such that, for sufficiently small $s$, the following holds:
(i) The function $F(\cdot, s)$ has a global minimizer on $G^{\varepsilon}$, and each stationary solution $x(s) \in G^{\varepsilon}$ of $F(\cdot, s)$ and its associated multiplier $y(s)$ according to (5) satisfy a Lipschitz estimate

$$
\begin{equation*}
\left\|x(s)-x^{*}\right\|=O(s) \quad \text { and } \quad \operatorname{dist}\left(y(s), Y^{*}\right)=O(s) \tag{29}
\end{equation*}
$$

(ii) Moreover, there are positive constants $K, K_{1}, K_{2}$ such that, for any (possibly second) stationary solution $\xi(s)$, the points $x$ of the connecting line-segment $[x(s), \xi(s)]$ belong to $G^{\varepsilon}$ and satisfy

$$
\begin{equation*}
\left\|x-x^{*}\right\| \leq K s \quad \text { and } \quad-K_{1} s \leq g_{i}(x) \leq-K_{2} s \quad \forall i \in I_{0} \tag{30}
\end{equation*}
$$

Proof. First we derive the existence result and $\lim \operatorname{dist}\left((x(s), y(s)), x^{*} \times Y^{*}\right)=0$. Then we prove (29), and finally the estimates (30) are shown. For brevity, we write in this proof $x^{s}, y^{s}$ and $\xi^{s}$ instead of $x(s), y(s)$ and $\xi(s)$, respectively.

Part 1, (i). Under (A2) and (A4) the point $x^{*}$ is an isolated local minimizer (even an isolated stationary solution) of the original problem (1), see [17]. Having this, the proof of the existence of a global minimizer $x^{s}$ of $F(; s)$ on $G^{\varepsilon}$ such that $x^{s} \rightarrow x^{*}$ as $s \downarrow 0$ is standard, see, e.g., Fiacco and McCormick [4, Thm. 10], and will be omitted.

By (26) we know that all $y_{i}^{s}=-s / g_{i}\left(x^{s}\right)$ are bounded. Thus, accumulation points $\left(x^{0}, y^{0}\right)$ of arbitrary stationary pairs $\left(x^{s}, y^{s}\right)$ as $s \downarrow 0$ exist and are KKTpoints (even if $g_{i}\left(x^{0}\right)<0$ for some $i \in I_{0}$ ) for the initial problem (1). As mentioned above, $x^{*}$ is an isolated stationary point for (1), cf. [17]. Hence, for small $\varepsilon$, we have $x^{0}=x^{*}=\lim x^{s}$ and, in consequence, also $\lim \operatorname{dist}\left(y^{s}, Y^{*}\right)=0$.

Part 2, (i). Now we estimate the quantities $\left\|x^{s}-x^{*}\right\|$ and dist ( $y^{s}, Y^{*}$ ) in terms of $s$ and $g\left(x^{s}\right)$ : Given $\left(x^{s}, y^{s}\right)$, put

$$
a(s)=\sum_{i \notin I_{0}} y_{i}^{s} \nabla g_{i}\left(x^{s}\right), \quad b_{i}(s)= \begin{cases}g_{i}\left(x^{s}\right), & \text { if } i \in I_{0}  \tag{31}\\ 0, & \text { if } i \notin I_{0}\end{cases}
$$

Then $\nabla f\left(x^{s}\right)+\sum_{i \in I_{0}} y_{i}^{s} \nabla g_{i}\left(x^{s}\right)+a(s)=0$ yields that $\left(x^{s}, \bar{y}(s)\right)$ with

$$
\bar{y}_{i}(s)=y_{i}^{s} \text { if } i \in I_{0}, \quad \bar{y}_{k}(s)=0 \text { if } k \in I_{1},
$$

is a KKT point for problem

$$
\begin{equation*}
f(x)-a(s)^{\top} x \rightarrow \min !\quad \text { s.t. } \quad g(x) \leq b(s) . \tag{32}
\end{equation*}
$$

By (25) we have $\|a(s)\| \leq s C_{a}$ with some constant $C_{a}$ and, as just shown for the crucial components $i \in I_{0}, \lim b(s)=0$. By Corollary 2.9 and Theorem 8.36 in [11] or by the Theorems 2.2, 2.4, 3.1, 3.2 and 4.2 in Robinson's basic paper [17], this ensures, for small $s$, that $x^{s}$ is a local minimizer of (32) and that, since $\|(a, b)\| \rightarrow 0$ as $s \downarrow 0$, some Lipschitz estimate

$$
\begin{equation*}
\operatorname{dist}\left(\left(x^{s}, \bar{y}(s)\right),\left(x^{*}, Y^{*}\right)\right) \leq C_{K K T}\|(a(s), b(s))\| \tag{33}
\end{equation*}
$$

holds true for small $s$ and some constant $C_{K K T}$. Recalling (25) the estimate (33) is also valid (possibly with a new constant) for $\left(x^{s}, y^{s}\right)$.

In this moment, we do not know whether also $b(s)$ from (31) satisfies a Lipschitz estimate. In fact, this statement is more involved and needs the extra assumption (A3).

Put $\tau=\left\|x^{s}-x^{*}\right\|$, and let $y^{*}$ be the multiplier in (A3); then $y_{i}^{*}>0 \forall i \in I_{0}$. Since $D_{x} L\left(x^{*}, y^{*}\right)=0$, we obtain

$$
L\left(x^{s}, y^{*}\right)-L\left(x^{*}, y^{*}\right)=o(\tau)
$$

Because of $y^{* \top} g\left(x^{*}\right)=0$, this means

$$
\begin{equation*}
f\left(x^{s}\right)-f\left(x^{*}\right)+\sum_{i} y_{i}^{*} g_{i}\left(x^{s}\right)=o(\tau) . \tag{34}
\end{equation*}
$$

Similarly, dist $\left(y^{s}, Y^{*}\right) \rightarrow 0$ ensures $L\left(x^{s}, y^{s}\right)-L\left(x^{*}, y^{s}\right)=o(\tau)$, i. e.,

$$
f\left(x^{s}\right)-f\left(x^{*}\right)+\sum_{i=1}^{m} y_{i}^{s} g_{i}\left(x^{s}\right)-\sum_{i=1}^{m} y_{i}^{s} g_{i}\left(x^{*}\right)=o(\tau) .
$$

Since $\sum_{i=1}^{m} y_{i}^{s} g_{i}\left(x^{s}\right)=-m s$ (compare (5)) and $g_{i}\left(x^{*}\right)=0 \forall i \in I_{0}$, the latter is

$$
\begin{equation*}
f\left(x^{s}\right)-f\left(x^{*}\right)=m s+\sum_{k \in I_{1}} y_{k}^{s} g_{k}\left(x^{*}\right)+o(\tau) . \tag{35}
\end{equation*}
$$

Comparing (34) and (35) and using $\sum_{k \in I_{1}} y_{k}^{s} g_{k}\left(x^{*}\right)=O(s)$, we finally obtain

$$
\begin{equation*}
-\sum_{i \in I_{0}} y_{i}^{*} g_{i}\left(x^{s}\right)=O(s)+o(\tau) \tag{36}
\end{equation*}
$$

Since all $y_{i}^{*}, i \in I_{0}$, are positive, the sum $-\sum_{i \in I_{0}} y_{i}^{*} g_{i}\left(x^{s}\right)$ can be taken as the norm of $b(s)$, defined in (31). Now (33) yields

$$
\begin{equation*}
\operatorname{dist}\left(\left(x^{s}, y^{s}\right),\left(x^{*}, Y^{*}\right)\right) \leq C_{K K T}\|(a(s), b(s))\|=O(s)+o(\tau) \tag{37}
\end{equation*}
$$

and, in particular, $\tau=O(s)+o(\tau)$. For small $s$ such that $\|o(\tau)\|<\frac{1}{2} \tau$ we thus conclude $\tau<2 O(s)=O(s)$, and since $g$ is locally Lipschitz, $g_{i}\left(x^{s}\right)=O(s) \forall i \in I_{0}$, too. Therefore, under (A3), the estimate (33) holds in the form (28)

$$
\operatorname{dist}\left(\left(x^{s}, y^{s}\right),\left(x^{*}, Y^{*}\right)\right) \leq C^{*} s \quad(s \text { small })
$$

Taking (26) into account, we thus obtain (30) for sufficiently small $s$ and related stationary points $x^{s}$.

Part 3, (ii). Now let $x \in\left[x^{s}, \xi^{s}\right]$ where $x^{s}, \xi^{s}$ are stationary solutions for small $s$. To show $x \in G^{\varepsilon}$, it suffices to study all $g_{i}, i \in I_{0}$, and to verify (30) for the related points $x$ with possibly new constants. Clearly, since $x^{s}$ and $\xi^{s}$ fulfill (30), the first estimate holds for $x$ with constant $K^{\prime}=K$, too. Using a local Lipschitz rank $L$ of $g$ near $x^{*}$, we may put $K_{1}^{\prime}=L K$ due to $-L K s \leq g_{i}(x)$. For verifying the third inequality, put $t_{s}=\left\|\xi^{s}-x^{s}\right\|, u^{s}=\left(\xi^{s}-x^{s}\right) / t_{s}, x=x^{s}+t u^{s}$ and suppose $g_{i}\left(x^{s}\right) \leq g_{i}\left(\xi^{s}\right)$ (without loss of generality). We have to deal with the case of

$$
\begin{equation*}
g_{i}(x)=g_{i}\left(x^{s}+t u^{s}\right) \notin J(s)=\left[g_{i}\left(x^{s}\right), g_{i}\left(\xi^{s}\right)\right] \text { for some } i \in I_{0} \text { and } t \in\left(0, t_{s}\right) \tag{38}
\end{equation*}
$$

otherwise nothing remains to prove. Hence assume that

$$
\max _{0 \leq t \leq t_{s}} g_{i}\left(x^{s}+t u^{s}\right) \notin J(s) \quad \text { or } \quad \min _{0 \leq t \leq t_{s}} g_{i}\left(x^{s}+t u^{s}\right) \notin J(s)
$$

We consider the first case, the other one can be handled analogously. Since any maximizer $t^{*}$ fulfills $0<t^{*}<t_{s}$, we obtain $\nabla g_{i}\left(x^{s}+t^{*} u^{s}\right)^{\top} u^{s}=0$. So it follows with some local Lipschitz rank $L^{\prime}$ of $D g$ near $x^{*}$,

$$
\left|\nabla g_{i}\left(x^{s}+\theta u^{s}\right)^{\top} u^{s}\right| \leq L^{\prime} t_{s} \quad \forall \theta \in\left(0, t_{s}\right) .
$$

By the mean value theorem, some $\theta \in\left(0, t_{s}\right)$ satisfies

$$
\begin{equation*}
\left|g_{i}\left(x^{s}+t^{*} u^{s}\right)-g_{i}\left(x^{s}\right)\right|=t^{*}\left|\nabla g_{i}\left(x^{s}+\theta u^{s}\right)^{\top} u^{s}\right| \leq t^{*} L^{\prime} t_{s} \leq L^{\prime} t_{s}^{2} \tag{39}
\end{equation*}
$$

Since $t_{s} \leq\left\|\xi^{s}-x^{*}\right\|+\left\|x^{s}-x^{*}\right\| \leq 2 K s$, the latter implies

$$
\begin{equation*}
\left|g_{i}(x)-g_{i}\left(x^{s}\right)\right| \leq 4 L^{\prime} K^{2} s^{2} \tag{40}
\end{equation*}
$$

and guarantees (30) with the third new constant $K_{2}^{\prime}=\frac{1}{2} K_{2}$.
Our proof in Part 3 has been made in such a way that the following conclusion becomes evident: If $x \in[x(s), \xi(s)]$ fulfills (38) then (40) holds true. This yields the next lemma as a direct application of (30).

Lemma 4. Let $z_{i}(x, s)=s / g_{i}(x)$ for $x \in G^{\varepsilon}, i \in I_{0}$. If, under the assumptions of Lemma 3, there is a common limit $z_{i}^{*}=\lim _{s \downarrow 0} z_{i}(x, s)$ for the two settings $x=$ $x(s)$ and $x=\xi(s)$, then the limit exists and remains the same for all $x \in[x(s), \xi(s)]$.

Lemma 5. For sufficiently small $s \downarrow 0$, let $x^{s}$ belong to a line-segment $[x(s), \xi(s)]$ connecting stationary points of $F(\cdot, s)$ on $G^{\varepsilon}$ as in Lemma 3. Then the multipliers $y^{s}$ with $y_{i}^{s}=-s / g_{i}\left(x^{s}\right) \forall i$ converge to $\mu$ given by Theorem 1 .

Proof. We suppose first that $x^{s}=x(s)$ is stationary. For any sequence of certain $s=s_{k} \downarrow 0$, let $\eta$ be some accumulation point of the related duals $y^{s}$ which are bounded due to (25) and (30) and fulfill $y_{k}^{s} \rightarrow 0$ for $k \in I_{1}$. Let $i \in I_{0}$ and put

$$
\tau_{s}=\left\|x^{s}-x^{*}\right\| \text { and } \lambda^{s}=\left(x^{s}-x^{*}\right) / \tau_{s}
$$

Without loss of generality let $y^{s} \rightarrow \eta$ and $\lambda^{s} \rightarrow \lambda$ already hold for the initial sequence of $s=s_{k}$. Then $g_{i}\left(x^{*}\right)=0$ and $\lambda^{s} \rightarrow \lambda$ yield with (30)

$$
g_{i}\left(x^{s}\right)=\tau_{s} \nabla g_{i}\left(x^{*}\right)^{\top} \lambda^{s}+o\left(\tau_{s}\right) \text { and } \tau_{s}^{-1} g_{i}\left(x^{s}\right) \rightarrow \nabla g_{i}\left(x^{*}\right)^{\top} \lambda<0
$$

Further (taking a subsequence if necessary), $\tau_{s} / s$ has, by (30) and (27), a limit $\gamma>0$. So it follows

$$
\begin{gather*}
\frac{g_{i}\left(x^{s}\right)}{s}=\frac{g_{i}\left(x^{s}\right)}{\tau_{s}} \frac{\tau_{s}}{s} \rightarrow \gamma \nabla g_{i}\left(x^{*}\right)^{\top} \lambda  \tag{41}\\
\eta_{i}^{-1}=-\gamma \nabla g_{i}\left(x^{*}\right)^{\top} \lambda>0 \tag{42}
\end{gather*}
$$

In addition, $\eta \in Y^{*}$ follows from stationarity $D_{x} L\left(x^{s}, y^{s}\right)=0$. Therefore, Remark 1 ensures $\eta=\mu$. Since (42) was obtained for any sequence of $s=s_{k} \downarrow 0$, and the analytic center is unique, the statement of the present lemma holds for $x^{s}=x(s)$ and $x^{s}=\xi(s)$. Taking Lemma 4 into account, the proof is complete.

## Completing the Proof of Theorem 2:

Because of the preceding lemmata, it remains to show that $x(s)$ is the unique stationary solution of $F(\cdot, s)$ on $G^{\varepsilon}$, and, moreover, the Hessian $\nabla^{2} F(x(s), s)$ is uniformly positive definite and $x(\cdot)$ is continuously differentiable on ( $0, \bar{s}$ ).

Let $G^{\varepsilon}$ be according to Lemma 3 and let all derivatives and function values be taken at $x \in G^{\varepsilon}$ and $z=z(x, s)$ with $z_{i}(x, s)=-s / g_{i}(x) \forall i$. The Hessian $\nabla^{2} F(x, s)$ (w.r. to $x$ ) becomes

$$
\begin{align*}
\nabla^{2} F(x, s) & =\nabla^{2} f(x)-\sum_{i} \frac{s}{g_{i}(x)} \nabla^{2} g_{i}(x)+\sum_{i} \frac{s}{g_{i}^{2}(x)} \nabla g_{i}(x) \nabla g_{i}(x)^{\top} \\
& =D_{x}^{2} L(x, z)+\frac{1}{s} \sum_{i}\left(z_{i} \nabla g_{i}(x)\right)\left(z_{i} \nabla g_{i}(x)^{\top}\right) \tag{43}
\end{align*}
$$

Next we ask for uniform positive definiteness of $\nabla^{2} F(x, s)$ for small $s$ and $\varepsilon$ where $x$ belongs to some line-segment $x \in[x(s), \xi(s)]$ connecting two stationary points $x(s)$
and $\xi(s)$ of $F(\cdot, s)$ on $G^{\varepsilon}$. The crucial matrix $C(x, z)=\sum_{i}\left(z_{i} \nabla g_{i}\right)\left(z_{i} \nabla g_{i}\right)^{\top}$ is a (positive semidefinite) dyadic product. Row $p$ consists of the elements

$$
c_{p, q}=\sum_{i} \frac{z_{i} \partial g_{i}(x)}{\partial x_{p}} \frac{z_{i} \partial g_{i}(x)}{\partial x_{q}}
$$

We are going to analyze regularity and limits of $C(x, z)$ now. For $s \downarrow 0$, we have $x \rightarrow x^{*}$ according to Lemma 3 while Lemma 5 ensures that all $z(x, s)$ converge to $z^{*}=\mu$ in Theorem 1. The related matrices $C(x, z)$ then converge to

$$
C^{*}=\sum_{i}\left(z_{i}^{*} A_{i}\right)\left(z_{i}^{*} A_{i}^{\top}\right) \text { where } A_{i}=\nabla g_{i}\left(x^{*}\right)
$$

This matrix fulfills

$$
\begin{equation*}
\operatorname{ker} C^{*}=\bigcap_{i: z_{i}^{*}>0} \operatorname{ker} A_{i} \tag{44}
\end{equation*}
$$

Indeed, if $w \in \operatorname{ker} C^{*}$ then $0=w^{\top} C^{*} w=\sum_{i}\left(z_{i}^{*}\right)^{2}\left\langle A_{i}, w\right\rangle^{2}$. Therefore, $z_{i}^{*} \neq 0$ implies $A_{i} w=0$. Conversely, if $w \in \cap_{i: z_{i}^{*}>0} \operatorname{ker} A_{i}$ then $C^{*} w=0$ holds trivially. This proves (44).

Since $z_{i}^{*}>0$ iff $i \in I_{0}$, the kernel of $C^{*}$ is as small as possible

$$
\begin{equation*}
\operatorname{ker} C^{*}=\cap_{i \in I_{0}} \operatorname{ker} A_{i}=U^{*} \tag{45}
\end{equation*}
$$

Next we apply continuity of $D_{x}^{2} L$ and $C(x, z)$ at ( $x^{*}, z^{*}$ ).
Provided that $\varepsilon$ and $s$ are small enough, the second order condition (A4) and (45) ensure that there are positive $\beta, \gamma$ such that dist $\left(u, U^{*}\right)<\beta$ and $\|u\|=1$ yield $u^{\top} D_{x}^{2} L(x, z) u \geq \gamma>0$ for all $x \in G^{\varepsilon} \cup[x(s), \xi(s)]$ and $z=z(x, s)$. Further, $u^{\top} C(x, z) u \geq 0$ is always true. Hence we obtain

$$
u^{\top} \nabla^{2} F(x, s) u=u^{\top} D_{x}^{2} L(x, z) u+\frac{1}{s} u^{\top} C(x, z) u \geq \gamma .
$$

For the remaining normalized $u$ (with $\operatorname{dist}\left(u, U^{*}\right) \geq \beta$ ) and the same $(x, z)$, it holds both $u^{\top} C(x, z) u \geq \gamma^{\prime}$ with some $\gamma^{\prime}>0$, and $u^{\top} D_{x}^{2} L(x, z) u \geq q$ with some fixed $q$. This ensures

$$
u^{\top} \nabla^{2} F(x, s) u=u^{\top} D_{x}^{2} L(x, z) u+\frac{1}{s} u^{\top} C(x, z) u \geq q+\frac{\gamma^{\prime}}{s} .
$$

Since these constants do not depend of $s$, the matrix
$\nabla^{2} F(x, s)$ is uniformly positive definite for small $s$ and $x \in[x(s), \xi(s)]$.
Notice that Lemma 3 guarantees $[x(s), \xi(s)] \subset G^{\varepsilon}$. So, if $x(s) \neq \xi(s)$, we may use that $\nabla F$ is continuously differentiable on the the segment. Writing $\xi(s)=$ $x(s)+t(s) u(s),\|u(s)\|=1, t(s) \downarrow 0$ one finally obtains $\nabla F(\xi(s), s)=\nabla F(x(s), s)=0$ as well as

$$
t(s) \nabla^{2} F(x(s), s) u(s)=o(t(s))
$$

For $s \downarrow 0$, so $\nabla^{2} F\left(x^{s}, s\right) u(s)$ vanishes, a contradiction to uniform definiteness. This tells us that $x(s)=\xi(s)$.

Evidently, the uniform positive definiteness particularly says that the assumptions of the implicit function theorem for the system of equations $\nabla F(x, s)=0$ are satisfied at each $x=x(s)$ if $s \in(0, \bar{s})$. Hence $x(\cdot)$ is continuously differentiable on $(0, \bar{s})$.

As shown in the literature (cf. e.g. [16, 19]) primal-dual interior point methods based on log-barriers approximate the primal-dual path. Hence, the results derived here for the primal-dual path are also applicable to these methods and provide a convergence analysis of the generated log-barrier multipliers.
(Received November 14, 2003.)
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