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## EXISTENCE AND UNIQUENESS OF SOLUTIONS OF QUASILINEAR HYPERBOLIC SYSTEMS OF PARTIAL DIFFERENTIAL-FUNCTIONAL EQUATIONS

JAN TURO

## 1. Introduction

In the present paper we take into consideration the following Schauder canonic form of quasilinear hyperbolic systems of differential-functional equations

$$
\begin{gathered}
\sum_{j=1}^{n} A_{i j}\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right)\left[\partial z_{j}(x, y) / \partial x+\right. \\
\left.+\sum_{k=1}^{m} \varrho_{i k}\left(x, y, z(x, y),\left(V^{(2)} z\right)(x, y)\right) \partial z_{j}(x, y) / \partial y_{k}\right]= \\
=f_{i}\left(x, y, z(x, y),\left(V^{(3)} z\right)(x, y)\right), \quad(x, y) \in D_{a}=I_{a} \times R^{m}, i=1, \ldots, n,
\end{gathered}
$$

where $I_{a}=[0, a], a \geqslant 0, y=\left[y_{1}, \ldots, y_{m}\right] \in R^{m}, m \geqslant 1, z(x, y)=\left[z_{1}(x, y), \ldots\right.$, $\left.\ldots, z_{n}(x, y)\right]$, and $\left(V^{(k)} z\right)(x, y)=\left[\left(V_{1}^{(k)} z\right)(x, y), \ldots,\left(V_{l}^{(k)} z\right)(x, y)\right], k=1,2,3$, are operatortors of the Volterra type.

For matrices $B=\left[b_{i j}\right], C=\left[c_{i j}\right], i, j=1, \ldots, n$, we define $B * C=d, d=$ $=\left[d_{1}, \ldots, d_{n}\right]^{T}$ where $d_{i}=\sum_{j=1}^{n} b_{i j} c_{j i}, i=1, \ldots, n$, and $T$ means transposition of a vector or matrix.

We can write such systems in the matrix form

$$
\begin{gather*}
A\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right) \partial z(x, y) / \partial x+A\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right) * \\
*\left[\varrho\left(x, y, z(x, y),\left(V^{(2)} z\right)(x, y)\right) \partial z(x, y) / \partial y\right]^{T}=  \tag{1}\\
=f\left(x, y, z(x, y),\left(V^{(3)} z\right)(x, y)\right)
\end{gather*}
$$

where $A=\left[A_{i j}\right], i, j=1, \ldots, n, \partial z / \partial x=\left[\partial z_{1} / \partial x, \ldots, \partial x, \ldots, \partial z_{m} / \partial x\right]^{T}, \varrho=\left[\varrho_{i k}\right]$, $i=1, \ldots, n, k=1, \ldots, m, \partial z / \partial y=\left[\partial z_{j} / \partial y_{i}\right], i=1, \ldots, m, j=1, \ldots, n$, and $f=\left[f_{1}, \ldots, f_{n}\right]^{T}$.

In this paper we consider the existence and uniqueness of a local generalized solution (in the sense "almost everywhere") of the Cauchy problem obtained by adding to systems (1) the following initial condition

$$
\begin{equation*}
z(0, y)=\varphi(y), \quad y \in R^{m} \tag{2}
\end{equation*}
$$

where $\varphi=\left[\varphi_{1}, \ldots, \varphi_{n}\right]$ is a given function.
Quasilinear hyperbolic systems in the "second canonic" form which have been considered by L. Cesari [5], P. Bassanini [1-3], and M. Cin-quini-Cibrario [7], are the special cases ( $A, \varrho$ and $f$ do not depend on the last variable) of systems (1).

Systems of differential equations with a retarded argument [10-11], and a few kinds of integrodifferential systems (cf. for instance [4]) can be obtained from systems (1) by specializing the operators $V^{(k)}$ (see Section 4).

System (1) is a generalization of the systems considered in [12] where the matrix function $A$ does not depend on the last variable.

Classical solutions (belonging to $C^{1}$ ) of nonlinear and quasilinear hyperbolic systems with a retarded argument were discussed by $Z$. Kamont [8-9].

The method used in the present paper is based on the Banach fixed point theorem and it is close to that used in [5].

## 2. Bicharacteristics

Let $|y|_{m}=\max _{1 \leqslant k \leqslant m}\left|y_{k}\right|$ and $|z|_{n}=\max _{1 \leqslant i \leqslant n}\left|z_{i}\right|$, denote the norms of $y$ in $R^{m}$ and $z$ in $R^{n}$, respectively. We denote by $|(x, y)|_{m+1}=\max \left(|x|,|y|_{m}\right)$ the norm of ( $x, y$ ) in $R^{m+1}$. If $D=\left[d_{i j}\right], i=1, \ldots, n, j=1, \ldots, m$, is a $n \times m$ matrix, then $D_{i}=\left[d_{i 1}, \ldots, d_{i m}\right]$. If $D$ an $n \times n$ matrix, then $\|D\|=\max _{1 \leqslant i \leqslant n} \sum_{j=1}^{n}\left|d_{i j}\right|$. We shall use the symbol $\bar{\Omega}$ to denote the interval $[-\Omega, \Omega]^{n} \subset R^{n}, \Omega>0$.

Let us denote by $\mathscr{J}$ the class of all continuous functions $\varphi: R^{m} \rightarrow R^{n}$, such that, for all $y, \bar{y} \in R^{m}$, we have

$$
|\varphi(y)|_{n} \leqslant \omega, \quad|\varphi(y)-\varphi(\bar{y})|_{n} \leqslant \Lambda|y-\bar{y}|_{m},
$$

where $\omega, 0 \leqslant \omega<\Omega$, and $\Lambda \geqslant 0$ are given constants.
We denote by $K$ the set of all continuous functions $z: D_{a} \rightarrow R^{n}$, such that $|z(x, y)|_{n} \leqslant \Omega,(x, y) \in D_{a}$.

For every $\varphi \in \mathscr{J}$ let us consider the set $K_{\varphi}$ of all functions $z \in K$ satisfying the following conditions:
(i) $z(0, y)=\varphi(y), y \in R^{m}$;
(ii) there are constants $P, Q \geqslant 0$, such that, for all $(x, y),(\bar{x}, \bar{y}) \in D_{a}$, we have

$$
|z(x, y)-z(\bar{x}, \bar{y})|_{n} \leqslant P|x-\bar{x}|+Q|y-\bar{y}|_{m},
$$

where the constants $P$ and $Q$ will be defined by (4). Here, $K_{\varphi}$ is the closed (convex) subset of the Banach space $\left(\mathscr{C}\left(D_{a}\right) \cap \mathscr{L}_{\infty}\left(D_{a}\right)\right)^{n}$ with norm

$$
\|\left. z\right|_{a}=\sup _{(x, y) \in D_{a}}|z(x, y)|_{n}
$$

We shall denote by $K_{1}$ the set of all functions $z: D_{a} \rightarrow R^{n}$ satisfying the following conditions:
(i) $z(\cdot, y): I_{a} \rightarrow R^{n}$ is measurable for every $y \in R^{m}$;
(ii) $z(x, \cdot): R^{m} \rightarrow R^{n}$ is continuous for a.e. $x \in I_{a}$;
(iii) $|z(x, y)|_{n} \leqslant \Omega,(x, y) \in D_{a}$.

Assumption $H_{1}$. Suppose that
$1^{\circ} V^{(1)}: K_{\varphi} \rightarrow K, V_{j}^{(k)}: K_{\varphi} \rightarrow K_{1}, k=2,3, j=1, \ldots, l$;
$2^{\circ}$ there are constants $p_{j}^{(k)}, q_{j}^{(k)}, k=1,2,3, j=1, \ldots, l$, such that, for all $z \in K_{\varphi}$, we have

$$
\begin{gathered}
\llbracket\left(V_{j}^{(1)} z\right)(\cdot) \rrbracket \leqslant p_{j}^{(1)} \llbracket z(\cdot) \rrbracket+q_{j}^{(1)}, \quad \llbracket\left(V_{j}^{(k)} z\right)(x, \cdot) \rrbracket \leqslant p_{j}^{(k)} \llbracket z(x, \cdot) \rrbracket+q_{j}^{(k)}, \\
k=2,3, \quad j=1, \ldots, l, \quad \text { a.e. } \quad x \in I_{a_{0}}
\end{gathered}
$$

where
$\llbracket z(\cdot) \rrbracket=\sup _{(x, y),(\bar{x}, \bar{y}) \in D_{a}} \frac{|z(x, y)-z(\bar{x}, \bar{y})|_{n}}{|(x, y)-(\bar{x}, \bar{y})|_{m+1}}, \quad \llbracket z(x, \cdot) \rrbracket=\sup _{y, \bar{y} \in R^{m}} \frac{|z(x, y)-z(x, \bar{y})|_{n}}{|y-\bar{y}|_{m}}$
$x \in I_{a_{0}}$, and $a_{0}$ is a given positive constant;
$3^{\circ}$ there are constants $M_{j}^{(k)} \geqslant 0, k=1,2,3, j=1, \ldots, l$, such that, for all $z, \bar{z} \in K_{\varphi}, y \in R^{m}$, and a.e. $x \in I_{a_{0}}$, we have

$$
\left|\left(V_{j}^{(k)} z\right)(x, y)-\left(V_{j}^{(k)} \bar{z}\right)(x, y)\right|_{n} \leqslant M_{j}^{(k)}\|z-\bar{z}\|_{x}, \quad k=1,2,3, j=1, \ldots, l
$$

where $\|z\|_{x}=\sup _{D_{x}}|z(x, y)|_{n}, D_{x}=I_{x} \times R^{m}$.
Remark 1. It follows from $3^{\circ}$ of $\mathrm{H}_{1}$ that $V_{j}^{(k)}, k=1,2,3, j=1, \ldots, l$, satisfy the following Volterra condition: if $z, \bar{z} \in K_{\varphi}$ and $z(t, y)=\bar{z}(t, y)$ for $t \in I_{x}$, $y \in R^{m}$, then $\left(V_{j}^{(k)} z\right)(x, y)=\left(V_{j}^{(k)} \bar{z}\right)(x, y), k=1,2,3, j=1, \ldots, l$.

Assumption $H_{2}$. Suppose that
$1^{\circ}$ the matrix function $\varrho(\cdot, y, z, U)=\left[\varrho_{i k}(\cdot, y, z, U)\right]: I_{a_{0}} \rightarrow R^{n m}, i=1, \ldots, n$, $k=1, \ldots, m$, is measurable for every $(y, z, U) \in D=R^{m} \times \bar{\Omega} \times \Omega^{l}$, where $U=$ $=\left[u_{1}, \ldots, u_{l}\right]$;
$2^{\circ} \varrho(x, \cdot): D \rightarrow R^{n m}$ is continuous for a.e. $x \in I_{a_{0}}$;
$3^{\circ}$ there is a function $l: I_{a_{0}} \rightarrow R_{+}=[0,+\infty), l \in \mathscr{L}_{1}\left[0, a_{0}\right]$, and a constant $b>0$, such that, for all $(y, z, U),(\bar{y}, \bar{z}, \bar{U}) \in D, i=1, \ldots, n$, a.e. $x \in I_{a_{0}}$, we have

$$
\left|\varrho_{i}(x, y, z, U)\right|_{m} \leqslant b
$$

$$
\mid \varrho_{i}(x, y, z, U)-\varrho_{i}\left(x, \bar{y}, \bar{z}, \bar{U}| |_{m} \leqslant l(x)\left[|y-\bar{y}|_{m}+|z-\bar{z}|_{n}+\sum_{j=1}^{1}\left|u_{j}-\bar{u}\right|_{n}\right],\right.
$$

where $\bar{U}=\left[\bar{u}_{1}, \ldots, \bar{u}_{]}\right]$.
We shall use $\tilde{K}_{0}$ to denote the set of all continuous vector functions $h: \Delta_{a}=$ $=I_{a} \times I_{a} \times R^{m} \rightarrow R^{m}$ satisfying the following conditions

$$
\begin{gathered}
h(x, x, y)=0, \quad(x, y) \in D_{a}, \\
|h(\xi, x, y)-h(\bar{\xi}, x, y)|_{m} \leqslant b|\xi-\bar{\xi}|, \\
|h(\xi, x, y)-h(\xi, x, \bar{y})|_{m} \leqslant s|y-\bar{y}|_{m},
\end{gathered}
$$

for all $(\xi, x, y),(\xi, x, y),(\xi, x, \bar{y}) \in \Delta_{a}$, and some constant $s, 0<s<1$.
Let us consider the set $K_{0}$ defined by

$$
K_{0}=\left\{g: g(\xi, x, y)=y+h(\xi, x, y),(\xi, x, y) \in \Delta_{a}, h \in \tilde{K}_{0}\right\} .
$$

Consequently, for all $(\xi, x, y),(\xi, x, \bar{y}) \in \Delta_{a}$, and $g \in K_{0}$, we have

$$
|g(\xi, x, y)-g(\xi, x, \bar{y})|_{m} \leqslant(1+s)|y-\bar{y}|_{m} .
$$

Note that $\widetilde{K}_{0}$ is a closed (convex) subset of the Banach space $\left(\mathscr{C}\left(\Delta_{a}\right) \cap\right.$ $\left.\cap \mathscr{L}_{x}\left(\Delta_{a}\right)\right)^{m}$ with norm

$$
\|h\|_{a}=\sup _{(\xi, x, y) \in \Delta_{a}}|h(\xi, x, y)|_{m} .
$$

For further properties of $h$ and $g$ we refer to [5-6].
Let us define the following constants

$$
\begin{gathered}
p=\sum_{j=1}^{1}\left(p_{j}^{(1)} P+q_{j}^{(1)}\right), \quad Q_{(k)}=\sum_{j=1}^{1}\left(p_{j}^{(k)} Q+q_{j}^{(k)},\right. \\
\bar{P}=1+P+p, \quad \bar{Q}_{(k)}=1+Q+Q_{(k)}, \quad k=1,2,3 .
\end{gathered}
$$

Lemma 1. If Assumptions $H_{1}$ and $H_{2}$ are satisfied and $a, 0<a \leqslant a_{0}$, is sufficiently small such that $L_{a}(1+s) \bar{Q}_{(2)} \leqslant s$, then for every fixed $z \in K_{\varphi}$, and for each $i, i=1, \ldots, n$, the transformation $T_{z}^{i}: \widetilde{K}_{0} \rightarrow \widetilde{K}_{0}$ defined by
$\left(T_{i}^{i} h\right)(\xi, x, y)=-\int_{\xi}^{x} \varrho_{i}\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(2)} z\right)(t, g(t, x, y))\right) \mathrm{d} t$,
$(\xi, x, y) \in \Delta_{a}, i=1, \ldots, n$, has a unique fixed point $h_{i}[z] \in \widetilde{K}_{0}$. Furthermore, for all $z, \bar{z} \in K_{\varphi}$, we have

$$
\left\|g_{i}[z]-g_{i}[\bar{z}]\right\|_{a}=\left\|h_{i}[\bar{z}]\right\|_{a} \leqslant L_{a}\left[1+M^{(2)}\right) \exp \left(L_{a} Q_{(2)}\right)\|z-\bar{z}\|_{a},
$$

where $g_{i}[z](\xi, x, y)=h_{i}[z](\xi, x, y)+y$. It means that $z \rightarrow h_{i}[z]\left(z \rightarrow g_{i}[z]\right)$ is a continuous map of $K_{\varphi}$ into $\widetilde{K}_{0}\left(K_{\varphi} \rightarrow K_{0}\right), i=1, \ldots, n$.

Proof. Note that, for every $h \in \tilde{K}_{0}$, and $i, i=1, \ldots, n$, the function $T_{z}^{i} h$ is obviously continuous, and that

$$
\begin{gathered}
\left(T_{z}^{i} h\right)(x, x, y)=0, \quad(x, y) \in D_{a}, \\
\left|\left(T_{z}^{i} h\right)(\xi, x, y)-\left(T_{z}^{i} h\right)(\xi, x, y)\right|_{m} \leqslant b \mid \xi-\bar{\xi}, \\
\left|\left(T_{z}^{i} h\right)(\xi, x, y)-\left(T_{z}^{i} h\right)(\xi, x, \bar{y})\right|_{m} \leqslant\left|\int_{\xi}^{x}\right| l(t)\left|\bar{Q}_{(2)}\right| g(t, x, y)-\left.g(t, x, \bar{y})\right|_{m} \mathrm{~d} t \mid \leqslant \\
\leqslant L_{a}(1+s) \bar{Q}_{(2)}|y-\bar{y}|_{m} \leqslant s|y-\bar{y}|_{m}, \quad i=1, \ldots, n .
\end{gathered}
$$

Hence we conclude that $T_{z}^{i} h$ belongs to $\widetilde{K}_{0}$.
In order to prove that $T_{z}^{i}$ is a contraction we introduce norm

$$
\begin{equation*}
\|h\|_{0}=\sup _{\Delta_{a}} \exp \left[-\lambda\left|\int_{\xi}^{x} l(t) \mathrm{d} t\right|\right]|h(\xi, x, y)|_{m} \tag{3}
\end{equation*}
$$

with $\lambda>\bar{Q}_{(2)}$.
Now, we have

$$
\begin{gathered}
\left\|T_{2}^{i} h-T_{2}^{i} \hbar\right\|_{0} \leqslant \sup _{\Delta_{a}} \exp \left[-\lambda\left|\int_{\xi}^{x} l(t) \mathrm{d} t\right|\right]\left|\int_{\xi}^{x} l(t) \exp \left[\lambda\left|\int_{t}^{x} l(s) \mathrm{d} s\right|\right] \mathrm{d} t\right| . \\
\cdot \bar{Q}_{(2)}\left\|h-\overline{\|_{0}} \leqslant \frac{\bar{Q}_{(2)}}{\lambda}\right\| h-\overline{\|_{0}}, \quad i=1, \ldots, n .
\end{gathered}
$$

Hence and by the Banach fixed point theorem it follows that, for every $z \in K_{\varphi}$ and $i, i=1, \ldots, n$, the transformation $T_{z}^{i}$ has a unique fixed point $h_{i}[z] \in \widetilde{K}_{0}$.

Let us prove that $z \rightarrow h_{i}[z]$ is a continuous map. Indeed, for any two $z, \bar{z} \in K_{\varphi}$ and corresponding $h_{i}, h_{i}$, or fixed points $h_{i}=T_{z}^{i} h_{i}, h_{i}=T_{z}^{i} \hbar_{i}$, and for $\xi \geqslant x$, we have

$$
\begin{gathered}
\left|h_{i}(\xi, x, y)-\bar{h}_{i}(\xi, x, y)\right|_{m} \leqslant \int_{x}^{\xi} l(t) \bar{Q}_{(2)}\left|h_{i}(t, x, y)-\bar{h}_{i}(t, x, y)\right|_{m} \mathrm{~d} t+ \\
+L_{a}\left(1+M^{(2)}\right)\|z-\bar{z}\|_{a}, \quad i=1, \ldots, n .
\end{gathered}
$$

Hence and by Gronwall's inequality we have

$$
\left|h_{i}(\xi, x, y)-\bar{h}_{i}(\xi, x, y)\right|_{m} \leqslant L_{a}\left(1+M^{(2)}\right) \exp \left(L_{a} \bar{Q}_{(2)}\right)\|z-\bar{z}\|_{a} .
$$

By the definition of norm $\|h\|_{a}$ we get

$$
\left\|h_{i}-\hbar_{i}\right\|_{a} \leqslant L_{a}\left(1+M^{(2)}\right) \exp \left(L_{a} Q_{(2)}\right)\|z-\bar{z}\|_{a}, \quad i=1, \ldots, n .
$$

If $\xi<x$, by introducing a new variable $\eta$, where $\xi=2 x-\eta$, we obtain the same estimate as above. This ends the proof.

Remark 2. By introducing norm (3) in $\tilde{K}_{0}$ we can improve the estimate of the slab width a (by which the existence and the uniqueness are proved) (cf. [5, 1, 10]).

Remark 3. Note that, for each $i, i=1, \ldots, n$, the function $h_{i}[z]$ of the variables $(\xi, x, y)$ is absolutly continuous in $x$ for every $(\xi, y)$. Indeed, for $h_{i} \in \tilde{K}_{0}$ and any two $(\xi, x, y),(\xi, \bar{x}, y) \in \Delta_{a}$, for $\xi \geqslant x$, we have

$$
\left|h_{i}(\xi, x, y)-h_{i}(\xi, \bar{x}, y)\right|_{m} \leqslant b|x-\bar{x}|+\int_{x}^{\xi} l(t) \bar{Q}_{(2)}\left|h_{i}(t, x, y)-h_{i}(t, \bar{x}, y)\right|_{m} \mathrm{~d} t
$$

$i=1, \ldots, n$. Hence and by Gronwall's inequality we have

$$
\left|h_{i}(\xi, x, y)-h_{i}(\xi, \bar{x}, y)\right|_{m} \leqslant b \exp \left(L_{a} \bar{Q}_{(2)}\right)|x-\bar{x}| .
$$

For $\xi<x$, similarly as in the proof of Lemma 1, we get by change of the variable the same estimate.

## 3. Lemmas and the main result

Assumption $\mathrm{H}_{3}$. Suppose that
$1^{\circ} A=\left[A_{i j}\right]: I_{a_{0}} \times D \rightarrow R^{n^{2}}, i, j=1, \ldots, n$, is continuous;
$2^{\circ} \operatorname{det} A(x, y, z, U) \geqslant x>0$ in $I_{a_{0}} \times D$, for some constant $x$;
$3^{\circ}$ there are constants $H>0, C \geqslant 0$, such that, for all $(x, y, z, U),(\bar{x}, \bar{y}$, $\bar{z}, \bar{U}) \in I_{a_{0}} \times D$, we have

$$
\begin{gathered}
\|A(x, y, z, U)\| \leqslant H \\
\leqslant A(x, y, z, U)-A(\bar{x}, \bar{y}, \bar{z}, \bar{U}) \| \leqslant \\
\leqslant C\left[|x-\bar{x}|+|y-\bar{y}|_{m}+|z-\bar{z}|_{n}+\sum_{j=1}^{l} \mid u_{j}-\bar{u}_{\left.j\right|_{n}}\right]
\end{gathered}
$$

Since $\operatorname{det} A(x, y, z, U) \geqslant x>0$ in $I_{a_{0}} \times D$, the relations of $\mathrm{H}_{3}$ yield analogous relations for the inverse matrix $A^{-1}$. Thus, there are constants $H^{\prime}$ and $C^{\prime}$, such that, for all $(x, y, z, U),(\bar{x}, \bar{y}, \bar{z}, \bar{U}) \in I_{a_{0}} \times D$, we have

$$
\begin{gathered}
\left\|A^{-1}(x, y, z, U)\right\| \leqslant H^{\prime} \\
\left\|A^{-1}(x, y, z, U)-A^{-1}(\bar{x}, \bar{y}, \bar{z}, \bar{U})\right\| \leqslant \\
\leqslant C^{\prime}\left[|x-\bar{x}|+|y-\bar{y}|_{m}+|z-\bar{z}|_{n}+\sum_{j=1}^{l}\left|u_{j}-\bar{u}_{j}\right|_{n}\right] .
\end{gathered}
$$

Assumption $\mathrm{H}_{4}$. Suppose that
$1^{\circ} f(\cdot, y, z, U): I_{a_{0}} \rightarrow R^{n}$ is measurable for every $(y, z, U) \in D$;
$2^{\circ} f(x, \cdot): D \rightarrow R^{n}$ is continuous for a.e. $x \in I_{a_{0}}$;
$3^{\circ}$ there is a constant $N>0$ and a function $l_{1}: I_{a_{0}} \rightarrow R_{+}, L_{1} \in \mathscr{L}_{1}\left[0, a_{0}\right]$ such that, for all $(y, z, U),(\bar{y}, \bar{z}, \bar{U}) \in D$, a.e. in $I_{a_{0}}$, we have

$$
\begin{gathered}
|f(x, y, z, U)|_{n} \leqslant N, \\
|f(x, y, z, U)-f(x, \bar{y}, \bar{z}, \bar{U})|_{n} \leqslant l_{1}(x)\left[|y-\bar{y}|_{m}+|z-\bar{z}|_{n}+\sum_{j=1}^{l}\left|u_{j}-\bar{u}\right|_{j n}\right] ;
\end{gathered}
$$

$4^{\circ}$ the vector function $\varphi: R^{m} \rightarrow R^{n}$ belongs to $\mathscr{\mathscr { V }}$.
For every fixed $z \in K_{\varphi}$ and corresponding $g_{i}=g_{i}[z] \in K_{0}, i=1, \ldots, n$ we consider now the transformation $F$ defined by

$$
\begin{gathered}
(F z)(x, y)=\varphi(y)+A^{-1}\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right) . \\
\cdot\left[\Delta^{1}(x, y)+\Delta^{2}(x, y)+\Delta^{3}(x, y)\right]
\end{gathered}
$$

where $\Delta^{k}=\left[\Delta_{1}^{k}, \ldots, \Delta_{n}^{k}\right]^{T}, k=1,2,3$,

$$
\begin{gathered}
\Delta^{\prime}(x, y)=\int_{0}^{x} f\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(3)} z\right)(t, g(t, x, y))\right) \mathrm{d} t, \\
\Delta^{2}(x, y)=A\left(0, g(0, x, y), z(0, g(0, x, y)),\left(V^{(1)} z\right)(0, g(0, x, y))\right) * \\
*[\varphi(g(0, x, y))-\varphi(g(x, x, y))] \\
\Delta^{3}(x, y)=\int_{0}^{x} \frac{\mathrm{~d}}{\mathrm{~d} t}\left[A\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(1)} z\right)(t, g(t, x, y))\right)\right] * \\
*[z(t, g(t, x, y))-\varphi(g(x, x, y))] \mathrm{d} t,
\end{gathered}
$$

and

$$
\begin{gathered}
f\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(3)} z\right)(t, g(t, x, y))\right)= \\
=\left[f_{1}\left(t, g_{1}(t, x, y), z\left(t, g_{1}(t, x, y)\right),\left(V^{(3)} z\right)\left(t, g_{1}(t, x, y)\right)\right), \ldots\right. \\
\left.\ldots, f_{n}\left(t, g_{n}(t, x, y), z\left(t, g_{n}(t, x, y)\right),\left(V^{(3)} z\right)\left(t, g_{n}(t, x, y)\right)\right)\right]^{T} \\
A\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(1)} z\right)(t, g(t, x, y))\right)= \\
=\left[A_{i j}\left(t, g_{i}(t, x, y), z\left(t, g_{i}(t, x, y)\right),\left(V^{(1)} z\right)\left(t, g_{i}(t, x, y)\right)\right)\right], \quad i, j=1, \ldots, n, \\
\varphi(g(0, x, y))=\left[\varphi_{i}\left(g_{j}(0, x, y)\right)\right], \quad z(t, g(t, x, y))=\left[z_{i}\left(t, g_{j}(t, x, y)\right)\right], \\
i, j=1, \ldots, n .
\end{gathered}
$$

Lemma 2. Let Assumptions $H_{1}-H_{4}$ hold. Then for sufficiently small a, $0<$ $<a \leqslant a_{0}$, the transformation $F$ maps $K_{\varphi}$ into itself.

Proof. Let us denote by

$$
\begin{gathered}
z\left(t, g_{i}(t, x, y)\right)-\varphi\left(g_{i}(x, x, y)\right)= \\
=\left[z_{1}\left(t, g_{i}(t, x, y)\right)-\varphi_{1}\left(t, g_{i}(x, x, y)\right), \ldots, z_{n}\left(t, g_{i}(t, x, y)\right)-\varphi_{n}\left(g_{i}(x, x, y)\right)\right]^{T} .
\end{gathered}
$$

the vector of the ith column of the matrix $z(t, g(t, x, y))-\varphi(g(x, x, y))$.

By applying the Chain Rule Differentiation Lemma (4.ii) of [6] we have (cf. [5])

$$
\begin{gathered}
\int_{0}^{x}\left\|\frac{\mathrm{~d}}{\mathrm{~d} t} A\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(1)} z\right)(t, g(t, x, y))\right)\right\| \mathrm{d} t \leqslant \\
\leqslant a C\left(\bar{P}+b \bar{Q}_{(1)}\right), \\
\left|\frac{\mathrm{d}}{\mathrm{~d} t} z\left(t, g_{i}(t, x, y)\right)\right|_{n} \leqslant P+Q b,
\end{gathered}
$$

$$
\left|z\left(t, g_{i}(t, x, y)\right)-\varphi\left(g_{i}(x, x, y)\right)\right|_{n} \leqslant a(P+Q b), \quad(t, x, y) \in \Delta_{a}, i=1, \ldots, n
$$ and hence

$$
\left|\Delta^{1}(x, y)\right|_{n} \leqslant N a,
$$

$$
\left|\Delta^{2}(x, y)\right|_{n} \leqslant\left\|A\left(0, g(0, x, y), z(0, g(0, x, y)),\left(V^{(1)} z\right)(0, g(0, x, y))\right)\right\|
$$

$$
\cdot \max _{1 \leqslant i \leqslant n}\left|\varphi\left(g_{i}(0, x, y)\right)-\varphi(y)\right|_{n} \leqslant H \Lambda b a
$$

$$
\left|\Delta^{3}(x, y)\right|_{n} \leqslant \int_{0}^{x}\left\|\frac{\mathrm{~d}}{\mathrm{~d} t} A\left(t, g(t, x, y), z(t, g(t, x, y)),\left(V^{(1)} z\right)(t, g(t, x, y))\right)\right\| \mathrm{d} t
$$

$$
\cdot \max _{1 \leqslant i \leqslant n}\left|z\left(t, g_{i}(t, x, y)\right)-\varphi\left(g_{i}(x, x, y)\right)\right|_{n} \leqslant C\left(\bar{P}+b \bar{Q}_{(1)}\right)(P+Q b) a^{2}
$$

Thus

$$
|(F z)(x, y)|_{n} \leqslant \omega+h^{\prime} S a \leqslant \omega+(\Omega-\omega)=\Omega,
$$

provided a is assumed sufficiently small in order that $H^{\prime} S a \leqslant \Omega-\omega$, where $S=N+H \Lambda b+C\left(\bar{P}+b \bar{Q}_{(1)}\right)(P+Q b) a$.

For any two points $(x, y),(\bar{x}, \bar{y}) \in D_{a}$, we see that the difference $(F z)(x, y)-$ $-(F z)(\bar{x}, \bar{y})$ can be written as the sum of the terms

$$
(F z)(x, y)-(F z)(\bar{x}, \bar{y})=\varphi(y)-\varphi(\bar{y})+\delta_{0}+\delta_{1}+\delta_{2}+\delta_{3}
$$

where

$$
\begin{aligned}
& \delta_{0}= {\left[A^{-1}\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right)-A^{-1}\left(\bar{x}, \bar{y}, z(\bar{x}, \bar{y}),\left(V^{(1)} z\right)(\bar{x}, \bar{y})\right)\right] } \\
& \cdot\left[\Delta^{1}(x, y)+\Delta^{2}(x, y)+\Delta^{3}(x, y)\right] \\
& \delta_{k}= A^{-1}\left(\bar{x}, \bar{y}, z(\bar{x}, \bar{y}),\left(V^{(1)} z\right)(\bar{x}, \bar{y})\right)\left[\Delta^{k}(x, y)-\Delta^{k}(\bar{x}, \bar{y})\right], \quad k=1,2,3,
\end{aligned}
$$

and estimate below one by one:

$$
\begin{gathered}
\left|\delta_{0}\right|_{n} \leqslant a C^{\prime} \bar{P} S|x-\bar{x}|+a C^{\prime} \bar{Q}_{(1)} S|y-\bar{y}|_{m}, \\
\left|\delta_{1}\right|_{n} \leqslant H^{\prime}\left[L_{1 a} \bar{Q}_{(3)} b \exp \left(L_{a} \bar{Q}_{(2)}\right)+N\right]|x-\bar{x}|+H^{\prime} L_{1 a} \bar{Q}_{(3)}(1+s)|y-\bar{y}|_{m}, \\
\left|\delta_{2}\right|_{n} \leqslant H^{\prime} \Lambda b\left[C \bar{Q}_{(3)} b a+H\right] \exp \left(L_{a} \bar{Q}_{(2)}\right)|x-\bar{x}|+
\end{gathered}
$$

$$
\begin{gathered}
+H^{\prime} \Lambda\left[C \bar{Q}_{(1)}(1+s) b a+H(2+s)\right]|y-\bar{y}|_{m} \\
\left|\delta_{3}\right|_{n} \leqslant H^{\prime} C a\left\{2 \bar{Q}_{(1)} b(P+Q b) \exp \left(L_{a} \bar{Q}_{(2)}\right)+\right. \\
+\left(\bar{P}+b \bar{Q}_{(1)}\right)\left[P+Q b\left(1+\exp \left(L_{a} \bar{Q}_{(2)}\right)\right]\right\}|x-\bar{x}|+ \\
+H^{\prime} C a\left[2 \bar{Q}_{(1)}(1+s)(P+Q b)+\left(\bar{P}+b \bar{Q}_{(1)}\right)(\Lambda+Q(1+s))\right]|y-\bar{y}|_{m}
\end{gathered}
$$

Combining the previous estimates we have

$$
\begin{gathered}
|(F z)(x, y)-(F z)(\bar{x}, \bar{y})|_{n} \leqslant\left[H^{\prime} N+H H^{\prime} \Lambda b \exp \left(L_{a} \bar{Q}_{(2)}\right)+\right. \\
\left.+\sigma_{1} L_{1 a}+\sigma_{2} a\right]|x-\bar{x}|+\left[\Lambda+H H^{\prime} \Lambda(2+s)+\bar{\sigma}_{1} L_{1 a}+\bar{\sigma}_{2} a\right]|y-\bar{y}|_{m}
\end{gathered}
$$

where

$$
\begin{gathered}
\sigma_{1}=H^{\prime} \bar{Q}_{(3)} b \exp \left(L_{a} \bar{Q}_{(2)}\right), \\
\sigma_{2}=C^{\prime} S+H^{\prime} C b \exp \left(L_{a} \bar{Q}_{(2)}\right)\left[\bar{Q}_{(3)} b \Lambda+2 \bar{Q}_{(1)}(P+Q b)\right]+ \\
H^{\prime} C\left(\bar{P}+b \bar{Q}_{(1)}\right)\left[P+Q b\left(1+\exp \left(L_{a} \bar{Q}_{(2)}\right)\right)\right], \\
\bar{\sigma}_{1}=H^{\prime} \bar{Q}_{(3)}(1+s), \\
\bar{\sigma}_{2}=C^{\prime} \bar{Q}_{(1)} S+H^{\prime} C \bar{Q}_{(1)}(1+s)(\Lambda b+2(P+Q b)+ \\
+H^{\prime} C\left(\bar{P}+b \bar{Q}_{(1)}\right)(\Lambda+Q(1+s)) .
\end{gathered}
$$

Let us choose constants $P$ and $Q$ such that

$$
\begin{equation*}
P>H^{\prime} N+H H^{\prime} \Lambda b \exp \left(L_{a} \bar{Q}_{(2)}\right), \quad Q>\Lambda\left(1+H H^{\prime}(2+s)\right) \tag{4}
\end{equation*}
$$

Suppose that $a$ is sufficiently small so that

$$
\begin{gathered}
\sigma_{1} L_{1 a}+\sigma_{2} a \leqslant P-\left(H^{\prime} N+H H^{\prime} \Lambda b \exp \left(L_{a} \bar{Q}_{(2)}\right)\right), \\
\bar{\sigma}_{1} L_{1 a}+\bar{\sigma}_{2} a \leqslant Q-\Lambda\left(1+H H^{\prime}(2+s)\right)
\end{gathered}
$$

Then, for all $(x, y),(\bar{x}, \bar{y}) \in D_{a}$, we have

$$
|(F z)(x, y)-(F z)(\bar{x}, \bar{y})|_{n} \leqslant P|x-\bar{x}|+Q|y-\bar{y}|_{m} .
$$

This completes the proof.
Lemma 3. If Assumptions $H_{1}-H_{4}$ are satisfied, then for sufficiently small a, $0<a \leqslant a_{0}$, the transformation $F: K_{\varphi} \rightarrow K_{\varphi}$ is a contraction.

Proof. We first prove the following estimate

$$
\begin{equation*}
\|F z-F \bar{z}\|_{a} \leqslant\left[1+2 H H^{\prime}+H^{\prime} C\left(\bar{P}+b \bar{Q}_{(1)}\right) a\right]\|\varphi-\bar{\varphi}\|_{a}+\delta\|z-\bar{z}\|_{a} \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \delta= {\left[C^{\prime}\left(1+M^{(1)}\right) S+H \Lambda b+H^{\prime} C\left(1+M^{(1)}\right) P+2 H^{\prime} C(P+Q b)+\right.} \\
&\left.+C\left(\bar{P}+b \bar{Q}_{(1)}\right)\right] a+H^{\prime} L_{1 a}+\left\{H^{\prime}\left(\bar{Q}_{(3)}+M^{(3)}\right)+H^{\prime}\left[C\left(\bar{Q}_{(1)}+M^{(1)}\right) b a+\right.\right. \\
&\left.+2 H] \Lambda+2 H^{\prime} C(P+Q b)\left(\bar{Q}_{(1)}+M^{(1)}\right) a+C\left(\bar{P}+b \bar{Q}_{(1)}\right) Q a\right\} .
\end{aligned}
$$

$$
\cdot L_{a}\left(1+M^{(2)}\right) \exp \left(L_{a} \bar{Q}_{(2)}\right),
$$

and $\|\varphi\|_{a}=\sup _{y \in R^{m}}|\varphi(y)|_{n}$.
Let $\varphi, \bar{\varphi}$ be any two elements of $\mathscr{J}, z, \bar{z}$ any two elements $K_{\varphi}$ and $K_{\bar{\varphi}}$, respectively, and let $g=g[z], \bar{g}=g[\bar{z}]$ be the corresponding elements in $K_{0}$. Then we can derive

$$
(F z)(x, y)-(F \bar{z})(x, y)=\varphi(y)-\bar{\varphi}(y)+\varepsilon_{0}+\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3},
$$

where

$$
\begin{gathered}
\varepsilon_{0}=\left[A^{-1}\left(x, y, z(x, y),\left(V^{(1)} z\right)(x, y)\right)-A^{-1}\left(x, y, \bar{z}(x, y),\left(V^{(1)} \bar{z}\right)(x, y)\right)\right] \cdot \\
\cdot\left[\Delta^{1}(x, y)+\Delta^{2}(x, y)+\Delta^{3}(x, y)\right], \\
\varepsilon_{k}=A^{-1}\left(x, y, \bar{z}(x, y),\left(V^{(1)} \bar{z}\right)(x, y)\right)\left[\Delta^{k}(x, y)-\Delta^{k}(x, y)\right], \quad k=1,2,3,
\end{gathered}
$$

and

$$
\begin{gathered}
\left|\varepsilon_{0}\right|_{n} \leqslant a C^{\prime}\left(1+M^{(1)}\right) S\|z-\bar{z}\|_{a}, \\
\left|\varepsilon_{1}\right|_{n} \leqslant H^{\prime} L_{1 a}\left[\left(\bar{Q}_{(3)}+M^{(3)}\right)\left(1+M^{(2)}\right) L_{a} \exp \left(L_{a} \bar{Q}_{(2)}\right)+1\right]\|z-\bar{z}\|_{a}, \\
\left|\varepsilon_{2}\right|_{n} \leqslant 2 H H^{\prime}\|\varphi-\bar{\varphi}\|_{a}+H^{\prime}\left\{\left[C\left(\bar{Q}_{(1)}+M^{(1)}\right) b a+2 H\right] .\right. \\
\left.\cdot \Lambda\left(1+M^{(2)}\right) L_{a} \exp \left(L_{a} \bar{Q}_{(2)}\right)+C \Lambda b a\right\}\|z-\bar{z}\|_{a}, \\
\left|\varepsilon_{3}\right|_{n} \leqslant H^{\prime} C a\left(\bar{P}+b \bar{Q}_{(1)}\right)\|\varphi-\bar{\varphi}\|_{a}+H^{\prime}\left\{C\left(1+M^{(1)}\right) P a+\right. \\
+2 C\left[\left(\bar{Q}_{(1)}+M^{(1)}\right)\left(1+M^{(2)}\right) L_{a} \exp \left(L_{a} \bar{Q}_{(2)}\right)+1\right](P+Q b) a+ \\
\left.+a C\left(\bar{P}+b \bar{Q}_{(1)}\right)\left(1+M^{(2)}\right) L_{a} \exp \left(L_{a} \bar{Q}_{(2)}\right)\right)\|z-\bar{z}\|_{a} .
\end{gathered}
$$

Here $\bar{U}^{k}, k=1,2,3$, can be obtained from $\Delta^{k}, k=1,2,3$, by replacing $\varphi, z$ and $g$ with $\bar{\varphi}, \bar{z}$ and $\bar{g}$, respectively.

Thus, combining the estimates above, we get estimate (5).
Now we shall take a sufficiently small so that $\delta \leqslant k<1$. Then from (5), for fixed $\varphi \in \mathscr{J}$ and for every pair $z, \bar{z} \in K_{\varphi}$, corresponding $g, \bar{g} \in K_{0}$, we find

$$
\|F z-F \tilde{z}\|_{a} \leqslant k\|z-\tilde{z}\|_{a},
$$

where $k<1$. Thus, the transformation $F$ is a contraction.
Theorem. If Assumptions $H_{1}-H_{4}$ are satisfied then for a sufficiently small, $0<a \leqslant a_{0}$, there is a vector function $z: D_{a} \rightarrow R^{n}, z \in K_{\varphi}$, which satisfies (1) a.e. in $D_{a}$ and (2) everywhere in $R^{m}$. Furthemore, $z$ is unique in the class $K_{\varphi}$ and depends continuously on $\varphi$.

Proof. From Lemmas 2 and 3 and by the Banach fixed point theorem it
follows that there exists a unique fixed point $z \in K_{\varphi}, F z=z$, such that the following integral equations hold:

$$
\begin{gathered}
g_{i}(\xi, x, y)=y-\left(T_{z}^{i} g_{i}\right)(\xi, x, y), \quad(\xi, x, y) \in \Delta_{a}, i=1, \ldots, n, \\
z(x, y)=(F z)(x, y), \quad(x, y) \in D_{a}
\end{gathered}
$$

We can show similarly as in [5] (see also [11]) that the fixed point $z=z[\varphi]$ is the (unique in the class $K_{\varphi}$ ) solution of the Cauchy problem (1), (2).

It remains to prove that $z[\varphi]$ depends continuously on $\varphi$. Indeed, if $\varphi, \bar{\varphi} \in \mathscr{J}$ and $z=z[\varphi], \bar{z}=z[\bar{\varphi}]$, then from (5) we have

$$
\|z-\bar{z}\|_{a}=\|z[\varphi]-z[\bar{\varphi}]\| \leqslant(1-\delta)^{-1}\left[1+2 H H^{\prime}+H^{\prime} C\left(\bar{P}+b \bar{Q}_{(1)}\right) a\right]\|\varphi-\bar{\varphi}\|_{a}
$$

The Theorem is thereby proved.
4. Examples. We list below a few particular cases of systems (1) which can be derived from (1) be specializing the operators $V^{(k)}, k=1,2,3$.
(i) Let

$$
\begin{equation*}
\left(V_{j}^{(k)} z\right)(x, y)=\left(z \circ \alpha_{j}^{(k)}\right)(x, y) \tag{6}
\end{equation*}
$$

where $\left(z \circ \alpha^{(k)}\right)(x, y)=\left[\left(z \circ \alpha_{1}^{(k)}\right)(x, y), \ldots,\left(z \circ \alpha_{1}^{(k)}\right)(x, y)\right],\left(z \circ \alpha_{j}^{(k)}\right)(x, y)=$ $=z\left(\alpha_{j}^{(k)}(x, y)\right), \alpha_{j}^{(k)}(x, y)=\left[\alpha_{j 0}^{(k)}(x, y), \bar{\alpha}_{j}^{(k)}(x, y)\right], \bar{\alpha}_{j}^{(k)}(x, y)=\left[\alpha_{j 1}^{(k)}(x, y), \ldots\right.$, $\left.\ldots, \alpha_{j m}^{(k)}(x, y)\right], k=1,2,3, j=1, \ldots, l$. Then problem (1), (2) reduces to the Cauchy problem for quasiliniear hyperbolic systems of partial differential equations with a retarded argument (cf. [11])

$$
\begin{gathered}
\sum_{j=1}^{n} A_{i j}\left(x, y, z(x, y),\left(z \circ \alpha^{(1)}\right)(x, y)\right)\left[\partial z_{j}(x, y) / \partial x+\right. \\
\left.+\sum_{k=1}^{m} \varrho_{i k}\left(x, y, z(x, y),\left(z \circ \alpha^{(2)}\right)(x, y)\right) \partial z_{j}(x, y) / \partial y_{k}\right]= \\
=f_{i}\left(x, y, z(x, y),\left(z \circ \alpha^{(3)}\right)(x, y)\right), \quad i=1, \ldots, n,(x, y) \in D_{a}, \\
z(0, y)=\varphi(y), \quad y \in R^{m} .
\end{gathered}
$$

Let us suppose that
$1^{\circ} \alpha_{j}^{(1)}: I_{a_{0}} \times R^{m} \rightarrow I_{a_{0}} \times R^{m}, j=1, \ldots, l$, are continuous, $\alpha_{j 0}^{(1)}(x, y) \leqslant x(x, y) \in$ $\in I_{a_{0}} \times R^{m}, j=1, \ldots, l$, and there constants $c_{j}^{(1)} \geqslant 0$, such that, for all $(x, y)$, $(\bar{x}, \bar{y}) \in I_{a_{0}} \times R^{m}$, we have

$$
\left|\alpha_{j}^{(1)}(x, y)-\alpha_{j}^{(1)}(\bar{x}, \bar{y})\right|_{m+1} \leqslant c_{j}^{(1)}|(x, y)-(\bar{x}, \bar{y})|_{m+1}
$$

$2^{\circ} \alpha_{j}^{(k)}(\cdot, y): I_{a_{0}} \rightarrow I_{a_{0}} \times R^{m}, j=1, \ldots, l, k=2,3$, are measurable for every $y \in R^{m}, \alpha_{0}^{(k)}(x, y) \leqslant x,(x, y) \in I_{a_{0}} \times R^{m}, k=2,3, j=1, \ldots, l$, and there are constants $c_{j}^{(k)} \geqslant 0$, such that, for all $y, \bar{y} \in R^{m}$, a.e. $x \in I_{a_{0}}$, we have

$$
\left|\alpha_{j}^{(k)}(x, y)-\alpha_{j}^{(k)}(x, \bar{y})\right|_{m+1} \leqslant c_{j}^{(k)} \mid y-\bar{y}_{m}, \quad i=2,3, j=1, \ldots, l .
$$

Then Assumption $\mathrm{H}_{1}$ is satisfied for the operators $V_{j}^{(k)}$ defined by (6) with $p_{j}^{(1)}=c_{j}^{(1)}, q_{j}^{(1)}=0, p_{j}^{(k)}=c_{j}^{(k)}, q_{j}^{(k)}=0, k=2,3$, and $M_{j}^{(i)}=1, i=1,2,3$, $j=1, \ldots, l$.
(ii) As a particular case of (1), (2) we get the initial problem for systems of partial integrodifferential equations if we put

$$
\begin{equation*}
\left(V_{j}^{(k)} z\right)(x, y)=\int_{\beta_{j}^{(k)}(x, y)}^{\gamma_{j}^{(k)}(x, y)} K_{j}^{(k)}(s, t, x, y) z(s, t) \mathrm{d} s \mathrm{~d} t \tag{7}
\end{equation*}
$$

where $K_{j}^{(h)}, k=1,2,3, j=1, \ldots, l$, are $n \times n$ matrices.
Let us assume that
$1^{\circ} \beta_{j}^{(1)}, \gamma_{j}^{(1)}: I_{a_{0}} \times R^{m} \rightarrow I_{a_{0}} \times R^{m}$ are continuous, $\beta_{j 0}^{(1)}(x, y) \leqslant x, \gamma_{j 0}^{(1)}(x, y) \leqslant x$, $(x, y) \in I_{a_{0}} \times R^{m}$, and there are constants $d_{j}^{(1)}, d_{j}^{(1)} \geqslant 0$, such that, for all ( $x, y$ ), $(\bar{x}, \bar{y}) \in I_{a_{0}} \times R^{m}$, we have

$$
\begin{gathered}
\left|\beta_{j}^{(1)}(x, y)-\beta_{j}^{(1)}(\bar{x}, \bar{y})\right|_{m+1} \leqslant d_{j}^{(1)}|(x, y)-(\bar{x}, \bar{y})|_{m}^{1 / m+1}, \\
\left|\gamma_{j}^{(1)}(x, y)-\gamma_{j}^{(1)}(\bar{x}, \bar{y})\right|_{m+1} \leqslant d_{j}^{(1)}|(x, y)-(\bar{x}, \bar{y})|_{m}^{1 / m+1}, \quad j=1, \ldots, l ;
\end{gathered}
$$

$2^{\circ} \beta_{j}^{(k)}(\cdot, y), \gamma_{j}^{(k)}(\cdot, j): I_{a_{0}} \rightarrow I_{a_{0}} \times R^{m}$ are measurable, $\beta_{j 0}^{(k)}(x, y) \leqslant x, \gamma_{j 0}^{(k)}(x, y) \leqslant$ $\leqslant x,(x, y) \in I_{a_{0}} \times R^{m}, k=2,3, j=1, \ldots, l$, and there are constants $d_{j}^{(k)}, d_{j}^{(k)} \geqslant 0$, such that, for all $y, \bar{y} \in R^{m}$, a.e. $x \in I_{a_{0}}$, we have

$$
\begin{gathered}
\left|\beta_{j}^{(k)}(x, y)-\beta_{j}^{(k)}(x, \bar{y})\right|_{m+1} \leqslant d_{j}^{(k)}|y-\bar{y}|_{m}^{1 / m+1}, \\
\left|\gamma_{j}^{(k)}(x, y)-\gamma_{j}^{(k)}(x, \bar{y})\right|_{m+1} \leqslant \overline{d_{j}^{(k)}|y-\bar{y}|_{m}^{1 m+1}, \quad k=2,3, j=1, \ldots, l ;}
\end{gathered}
$$

$3^{\circ}$ there are constants $e_{j}^{(k)}>0$, such that, for every $(x, y) \in I_{a_{0}} \times R^{m}$, we have

$$
\prod_{i=0}^{m}\left|\gamma_{j i}^{(k)}(x, y)-\beta_{j i}^{(k)}(x, y)\right| \leqslant e_{j}^{(k)}, \quad k=1,2,3, j=1, \ldots, l
$$

$4^{\circ}$ the matrix functions $K_{j}^{(1)}(\cdot, x, y): I_{a_{0}} \times R^{m} \rightarrow R^{n^{2}}, K_{j}^{(k)}(\cdot, y): I_{a_{0}} \times R^{m} \times$ $\times I_{a_{0}} \rightarrow R^{n^{2}}$, are measurable for every $(x, y) \in I_{a_{0}} \times R^{m}, k=2,3, j=1, \ldots, l$, and there are constants $\bar{c}_{j}^{(k)}>0, r_{j}^{(1)}, r_{j}^{(i)} \geqslant 0$, such that, for all $(x, y),(\bar{x}, \bar{y}) \in I_{a_{0}} \times R^{m}$, $(s, t, x) \in I_{a_{0}} \times R^{m} \times I_{a_{0}}$, we have

$$
\begin{gathered}
\left\|K_{j}^{(k)}(s, t, x, y)\right\| \leqslant \bar{c}_{j}^{(k)}, \quad k=1,2,3, j=1, \ldots, l, \\
\left\|K_{j}^{(1)}(s, t, x, y)-K_{j}^{(1)}(s, t, \bar{x}, \bar{y})\right\| \leqslant r_{j}^{(1)}(x, y)-(\bar{x}, \tilde{y})_{m_{+1}}, \\
\left\|K_{j}^{(j)}(s, t, x, y)-K_{j}^{(i)}(s, t, x, \bar{y})\right\| \leqslant r_{j}^{(j)}|y-\tilde{y}|_{m}, \quad i=2,3, j=1, \ldots, l .
\end{gathered}
$$

Then Assumption $\mathrm{H}_{1}$ is satisfied for the operators $V_{j}^{(k)}$ defined by (7) with $p_{j}^{(k)}=0, q_{j}^{(k)}=\Omega\left\{e_{j}^{(k)} r_{j}^{(k)}+\bar{c}_{j}^{(k)}\left[\left(d_{j}^{(k)}\right)^{m+1}+\left(\bar{d}_{j}^{(k)}\right)^{m+1}\right]\right\}$, and $M_{j}^{(k)}=e_{j}^{(k)} \bar{c}_{j}^{(k)}, k=$ $=1,2,3, j=1, \ldots, l$, provided $e_{j}^{(k)} \bar{c}_{j}^{(k)}<1, k=1,2,3, j=1, \ldots, l$.
(iii) Let $\left(V_{j}^{(k)} z\right)(x, y)=\int_{-x}^{y} K_{j}^{(k)}(y-t) z(x, t) \mathrm{d} t, k=1,2,3, j=1, \ldots, l$. Then systems (1) are systems of integrodifferential equations of which the particular case $(l=1, A(x, y, z, u)=\bar{A}(x, y, z), \varrho(x, y, z, u)=\bar{\varrho}(x, y, z)$ and $f(x, y, z, u)=$ $=f(x, y, z)+u)$ were considered by P. Bassanini, M. C. Salvatori [4].
(iv) We denote by $A_{m}$ the set of all elements $\mu=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{m}\right)$, such that $\mu_{i}=0$ or $\mu_{i}=1$ for $i=0,1, \ldots, m$, and $1 \leqslant|\mu|=\mu_{0}+\ldots+\mu_{m}$. It is easy to see that the number of elements of $A_{m}$ is equal to $2^{m+1}-1$. Let $N_{\mu}=\left\{i: \mu_{i}=1\right\}$. For $(s, t) \in D_{a}$ we define $\mu \cdot(s, t)=\left(\mu_{0} s, \mu_{1} t_{1}, \ldots, \mu_{m} t_{m}\right)$ (we shall often write $\mu(s, t)$ ). Let $\quad 1-\mu=\left(1-\mu_{0}, 1-\mu_{1}, \ldots, 1-\mu_{m}\right)$ and $(1-\mu)(s, t)=\left(\left(1-\mu_{0}\right) s\right.$, $\left.\left(1-\mu_{1}\right) t_{1}, \ldots,\left(1-\mu_{m}\right) t_{m}\right)$. Suppose that

$$
\mu \mathrm{d} s \mathrm{~d} t=\left\{\begin{array}{llll}
\mathrm{d} s \mathrm{~d} t_{i_{1}} \ldots \mathrm{~d} t_{i_{k}} & \text { if } & 0 \in N_{\mu}, & i_{1}, \ldots, i_{k} \in N_{\mu} \\
\mathrm{d} t_{i_{0}} \mathrm{~d} t_{i_{1}} \ldots \mathrm{~d} t_{i_{k}} & \text { if } & 0 \bar{\in} N_{\mu}, & i_{0}, i_{1}, \ldots, i_{k} \in N_{\mu}, k=1, \ldots, m
\end{array}\right.
$$

and $\beta_{(\mu)}^{(s)}, \gamma_{(\mu)}^{(s)}: D_{a} \rightarrow R^{|\mu|}$, where

$$
\begin{gathered}
\beta_{(\mu)}^{(s)}=\left(\beta_{(\mu) i_{0}}^{(s)}, \ldots, \beta_{(\mu) i_{k}}^{(s)}\right), \quad \gamma_{(\mu)}^{(s)}=\left(\gamma_{(\mu) i_{0}}^{(s)}, \ldots, \gamma_{(\mu) i_{k}}^{(s)}\right), \\
0 \leqslant i_{0}<i_{1} \ldots<i_{k} \leqslant m, \quad i_{0}, i_{1}, \ldots, i_{k} \in N_{\mu}, \quad k=1, \ldots, m, \quad s=1,2,3 .
\end{gathered}
$$

We define the operators $V_{\mu}^{(s)}$ in the following way

$$
\left(V_{\mu}^{(s)} z\right)(x, y)=\int_{\beta_{\mu)}^{(s)}(x, y)}^{\gamma_{(\mu)}^{(s)}(x, y)} z(\mu(s, t)+(1-\mu)(x, y)) \mu \mathrm{d} s \mathrm{~d} t .
$$

Here $\int \mu \mathrm{d} s \mathrm{~d} t$ is the $|\mu|$-dimensional integral with respect to the variabless, $t_{i_{1}}, \ldots, t_{i_{k}}$ if $0 \in N_{\mu}, i_{1}, \ldots, i_{k} \in N_{\mu}$, and it is the integral with respect to $t_{i_{0}}, \ldots, t_{i_{k}}$ if $0 \bar{\in} N_{\mu}$.

Now we consider the Cauchy problem (1), (2) for integrodifferential systems
 $\left.\ldots, V_{(1, \ldots, 1,0,0)^{(s)}}^{z}, \ldots, V_{(1,0, \ldots, 0)}^{(s)} z\right), s=1,2,3$.

We introduce the following assumptions:
$1^{\circ} \beta_{(\mu)}^{(1)}, \gamma_{(\mu)}^{(1)}: I_{a_{0}} \times R^{m} \rightarrow R, \mu \in A_{m}$, are continuous, $\beta_{(\mu) 0}^{(1)}(x, y) \leqslant x, \gamma_{(\mu) 0}^{(1)}(x, y) \leqslant$ $\leqslant x,(x, y) \in I_{a_{0}} \times R^{m}$, and $\beta_{(\mu)}^{(s)}(\cdot, y), \gamma_{(\mu)}^{(s)}(\cdot, y): I_{a_{0}} \rightarrow R, s=2,3, \mu \in A_{m}$, are measurable, $\beta_{(\mu) 0}^{(s)}(x, y) \leqslant x, \gamma_{(\mu) 0}^{(s)}(x, y) \leqslant x, s=2,3,(x, y) \in I_{a_{0}} \times R^{m}$;
$2^{\circ}$ there are constants $d_{(\mu)}^{(s)}, \bar{d}_{(\mu)}^{(s)} \geqslant 0$, such that, for all $(x, y),(\bar{x}, \bar{y}) \in I_{a_{0}} \times R^{m}$, we have

$$
\begin{gathered}
\left|\beta_{(\mu) j}^{(1)}(x, y)-\beta_{(\mu) j}^{(1)}(\bar{x}, \bar{y})\right| \leqslant d_{(\mu)}^{(1)}|(x, y)-(\bar{x}, \bar{y})|_{m+1}^{1 /|\mu|}, \\
\left|\gamma_{(\mu) j}^{(1)}(x, y)-\gamma_{(\mu) j}^{(1)}(\bar{x}, \bar{y})\right| \leqslant \bar{d}_{(\mu)}^{(1)}|(x, y)-(\bar{x}, \bar{y})|_{m+1}^{1 /|\mu|}, \\
\left|\beta_{(\mu) j}^{(s)}(x, y)-\beta_{(\mu) j}^{(s)}(x, \bar{y})\right| \leqslant d_{(\mu)}^{(s)}|y-\bar{y}|_{m}^{1 /|\mu|}, \\
\left|\gamma_{(\mu) j}^{(s)}(x, y)-\gamma_{(\mu) j}^{(s)}(x, \bar{y})\right| \leqslant \bar{d}_{(\mu)}^{(s)}|y-\bar{y}|_{m}^{1 /|\mu|}, \quad s=2,3, j=1, \ldots, m ;
\end{gathered}
$$

$3^{\circ}$ there are constants $e_{(\mu)}^{(s)}>0$, such that, for every $(x, y) \in I_{a_{0}} \times R^{m}$, we have

$$
\prod_{j \in N_{\mu}}\left|\gamma_{(\mu) j}^{(s)}(x, y)-\beta_{(\mu) j}^{(s)}(x, y)\right| \leqslant e_{(\mu)}^{(s)}, \quad s=1,2,3 .
$$

Then Assumption $\mathrm{H}_{1}$ is satisfied for the operators $V_{\mu}^{(s)}$ defined by (8) with $p_{\mu}^{(s)}=e_{(\mu)}^{(s)}, q_{\mu}^{(s)}=\Omega\left[\left(d_{(\mu)}^{(s)}\right)^{|\mu|}+\left(d_{(\mu)}^{(s)}\right)^{|\mu|}\right]$, and $M_{\mu}^{(s)}=e_{(\mu)}^{(s)}, \quad s=1,2$, 3, (here $l=$ $\left.=2^{m+1}-1\right)$.

Acknowledgment. I wish to thank Professor Zdzisław Kamont for many useful discussions concerning this work.

## REFERENCES

[1] BASSANINI, P.: On a recent proof concerning a boundary value problem for quasilinear hyperbolic systems in the Schauder canonic form, Boll. Un. Mat. Ital. 14-A (1977), 325-332.
[2] BASSANINI, P.: Iterative methods for quasilinear hyperbolic systems, Boll. Un. Mat. Ital. (6) 1-B (1982), 225-250.
[3] BASSANINI, P.: The problem of Graffi-Cesari, Inter. Conference on Nonlinear Phenomena in Math. Sci., Arlington, Texas, USA, 16-20 June, 1980, Acad. Press 1982, 87-101.
[4] BASSANINI, P.-SALVATORI, M. C.: Un problema ai limiti per sistemi integrodifferenziali non lineari di tipo iperbolico, Boll. Un. Mat. Ital (5) 18-B (1981), 785-798.
[5] CESARI, L.: A boundary value problem for quasilinear hyperbolic systems in the Schauder canonic form, Ann. Scuola Norm. Sup. Pisa (4) 1 (1974), 311-358.
[6] CESARI, L.: A boundary value problem for quasilinear hyperbolic systems, Riv. Mat. Univ. Parma 3 (1974), 107-131.
[7] CINQUINI-CIBRARIO, M.: Teoremi di esistenza per sistemi di equazioni quasilineari a derivative parziali in piu variabili independenti, Ann. Mat. Pura Appl. 75 (1967), 1-46.
[8] KAMONT, Z.: On the Cauchy problem for non-linear partial differential-functional equations of the first order, Math. Nachr. 88 (1979), 13-29.
[9] KAMONT, Z.: On the existence and uniqueness of solutions of the Cauchy problem for linear partial differential-functional equations of the first order, Math. Nachr. 80 (1877), 183-200.
[10] KAMONT, Z.--TURO, J.: On the Cauchy problem for quasilinear hyperbolic system of partial differential equations with a retarded argument, Boll. Un. Mat. Ital. (to appear).
[11] KAMONT, Z.--TURO, J.: On the Cauchy problem for quasilinear hyperbolic systems with a retarded argument, unpublished.
[12] TURO, J.: On some class of quasilinear hyperbolic systems of partial differential-functional equations of the first order, Czech. Math. J. (to appear).
Received December 6, 1985
Department of Mathematics
Technical University of Gdansk, 80-952 Gdansk, Poland

# СУЩЕСТВОВАНИЕ И ЕДИНСТВЕННОСТЬ РЕШЕНИЙ КВАЗИЛИНЕЙНЫХ ГИПЕРБОЛИЧЕСКИХ СИСТЕМ ДИФФЕРЕНЦИАЛЬНО-ФУНКЦИОНАЛЬНЫХ УРАВНЕНИЙ С ЧАСТНЫМИ ПРОИЗВОДНЫМИ 

Jan Turo<br>\section*{Резюме}

В работе доказывается теорема о существовании, единственности и непрерывной зависимости обобщенных решений (в смысле всюд «почти всюду») от начальных данных задачи Коши для квазилинейных гиперболических систем дифференциально-фукциональных уравнений с частными производными первого порядка.

