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Groupoids and the .Associative Law I. (Associative Triples) 

TOMAS KEPKA AND MILAN TRCH 

Czechoslovakia*) 

Received 17 June 1991 

Associative triples of elements in grupoids are investigated. 

Zkoumaji se asociativni trojice prvkii v grupoidech. 

B CTaTbe H3yHaioTCH accoujuaTHBHwe TpoiiKH B rpynoHflax. 

This paper starts a series of (more or less) expository articles devoted to the same 
topic, namely, to the role of the associative law in groupoids. In this first part, sets 
of associative triples are investigated. 

LI. Associative triples - first concepts 

1.1. Let G be a groupoid (i.e. a non empty set together with a binary operation). 
An ordered triple (a, fe, c) of elements of G is said to be associative if ab . c = 
= (ab) c = a(bc) = a .be. The triple is said to be non-associative in the opposite 
case. 

We denote by As(G) the set of associative triples of the groupoid G and by Ns(G) 
the set of non-associative triples. Thus Ns(G) = G(3) - As(G), As(G) = G(3) -
- Ns(G), As(G) n Ns(G) = 0 and As(G) u Ns(G) = G(3). 

Further, we put as(G) = card(As(G)) and ns(G) = card(Ns(G)), so that 
card(G(3)) = as(G) + ns(G). If G is finite and card(G) = n, then 0 = as(G), ns(G) = 

= n3 and as(G) + ns(G) = n3. If G is infinite, then 0 = as(G), ns(G) = card(G) 
and at least one of the cardinal numbers as(G), ns(G) is equal to card(G). 

1.2. A groupoid G is said to be associative (or a semigroup) if As(G) = G(3) 

(or, equivalently, Ns(G) = 0). 
A groupoid G is said to be antiassociative if As(G) = 0 (or, equivalently, Ns(G) = 

= G(3>). 

*) Faculty of Mathematics and Physics, Charles University, Sokolovská 83, 186 00 Praha 8, 
Czechoslovakia. 
Faculty of Education, Charles University, M. D. Rettigové 4, 116 39 Praha 1, Czecho
slovakia. 

69 



1.3. Proposition, (i) A groupoid G is associative (resp. antiassociative) iffns(G) = 
= 0 (resp. as(G) = 0). 
(ii) A finite groupoid G of order n is associative (resp. antiassociative) iffas(G) = n3 

(resp. ns(G) = n3). 

Proof. The assertion follow easily from the definitions. 

1.4. Lemma. Let G be a groupoid. 

(i) If a,b e G are such that ab = ba and a . ab = ab . a, then (a, b, a) e As(G). 
(ii) If a, b, c e G are such that ab = b = be, then (a, b, c) e As(G). 

(iii) If a e G is an idempotent element (i.e. aa = a), then (a, a, a) e As(G). 
(iv) If e e G is a left neutral element (i.e. ex = x), then (e, x, y) e As(G) for all 

x, y e G. 
(v) If e e G is a right neutral element (i.e. xe = x), then (x, y, e) e As(G) for all 

x, y e G. 
(vi) If e e G is a neutral element, then (x, e, y) e As(G) for all x, y e G. 

(vii) If z e G is a left dominant element (i.e. zx = z), then (z, x, y) e As(G)for all 
x,yeG. 

(viii) If z e G is a right dominant element (i.e. xz = z), then (x, y, z) e As(G) 
for all x, y e G. 

(ix) If z e G is a dominant element, then (x, z, y) e G for all x, y e G. 
Proof. All these assertions are easy to check. 

1.5. Proposition. Let G be a finite groupoid of order n. 

(i) If G is commutative, then n2
 = as(G) and ns(G) = n3 — n2. 

(ii) If G is idempotent, then n ^ as(G) and ns(G) = n3 — n. 
(iii) If G contains at least one left (or right) neutral (or dominant) element, then 

n2
 = as(G) and ns(G) = n3 - n2. 

(iv) If G contains a neutral (dominant) element, then n3 — (n — l)3 = 3n2 — 
- 3n + 1 = as(G) and ns(G) = (n - l)3 . 

Proof. Easy consequence of 1.4. 

1.6. Proposition. Let G be an infinite groupoid. Then as(G) = card(G) in each 
of the following cases: 
(i) G is commutative. 

(ii) G is idempotent. 
(iii) G contains at least one (left, right) neutral (dominant) element. 

Proof. Easy consequences of 1.4. 

1.7. Lemma. Let G, H be groupoids and K = G x H (the cartesian product). 
Then as(K) = as(G) . as(II). In particular, if at least one of the groupoids G, H 
is antiassociative, then K is so. 

Proof. Easy to check. 
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1.8. Construction. Let G be a set containing at least two elements and let f e T(G) 
be such thatf(x) 4= x for each x e G (here, T(G) denotes the monoid of transformations 
of G). Define a multiplication on G by xy=f(y) for all x, yeG. If a,b,ce G, then 
a . be = f(bc) = f2(c) 4= f(c) = ab . c and we see that the groupoid G is antias-
sociative. 

1.9. Construction. Let G be a set containing at least two elements and letfe T(G). 
Put k(f) = card({x e G;f2(x) = f(x)}) and define a multiplication on G by xy = f(y) 
for all x, yeG. Then G becomes a groupoid and (x, y, z) e As(G) ifFf2(z) = f(z). 
Thus as(G) = n2 . k(f) for G finite of order n, as(G) = card(G) for G infinite and 
k(f) 4= 0 and as(G) = 0 if k(f) = 0. 

1.10. Remark. Let S be a set with card(5) = 2. It is easy to check that for each 
0 = a ^ card(S) one can find at least onefe T(S) with k(f) = a. 

1.11. Construction. Let K be a finite groupoid (or empty set), M a non-empty 
finite set disjoint with K and G = K u M; put n = card(K) and m = card(M). 
Further, letf, g e T(M) and k(f) = card({x e M;f2(x) = f(x)}), k(g) = card({x e M; 
g2(x) = g(x)}), l(f, g) = card({x e M; fg(x) = gf(x)}). Now, define a multi
plication on G in such a way that K is a subgroupoid of G (if K 4= 0), xy = f(y), 
ax = f(x) and xa = g(x) for all x, y e M and a e K. Then G becomes a groupoid 
and, as one may check easily, as(G) = as(K) + (n + m)2 k(f) + n2 k(g) + 
+ n(n + m)l(f,g). 

In particular, we have: 

(i) as(G) = m2 k(f) if n = 0; 
(ii) as(G) = 1 + (m + l)2 k(f) + k(g) + (m + 1) l(f, g) if n = 1; 
(iii) as(G) = as(K) + (m + 2)2 k(f) + 4k(g) + 2(m + 2) l(f, g) if n = 2; 
(iv) as(G) = as(K) + 3n2 + 3n + 1 if m = 1; 
(v) as(G) = 9k(f) if n = 0 and m = 3; 

(vi) as(G) = 1 + 9k(f) + k(g) + 3.1(f, g) if n = 1 and m = 2; 
(vii) as(G) = as(K) + 19 if n = 2 and m = 1. 

1.12. Construction. Let H be a finite groupoid of order n and let e $ H, G = 
= H u {e}. Define a multiplication on G in such a way that if is a subgroupoid of G 
and e is a netrual (resp. dominant) element of G. Then as(G) = as(H) + 3n2 + 
+ 3n + 1. 

1.13. Construction. Let H be a finite groupoid of order n and let e $ H, G = 
= H u {e}. Define a multiplication on G in such a way that H is a subgroupoid of G 
and e is a left neutral and a right dominant element of G. Then as(G) = as(//) + 
+ 2n2 + 3n + 1 + z(H), z(H) = card({x, y); x, y e H, xy = y}). 

1.14. Construction. Let K be a finite groupoid of order n, e $ K and G = K u {e}. 
Letf, g e T(G) be such that f(e) = g(e). Now, define a multiplication on G in such 
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a way that K is a subgroupoid of G and xe = f(x), ex = g(x) for each x e G . We 
obtain a groupoid G and it is easy to check that as (G) = as(K) + ix + i2 + i3 + 
+ i4 + i5 + i6 + i7 where: 

i. = card({(x, y)eK<2>; f(xy) = xf(y)}), 

i2 = card({(x, y)eK<2); g(xy) = g(x) y}), 

i3 = card({(x, y) eK^; f(x) y = X;g(y)}), 

i4 = caTd({xeK;f2(x) = xf(e)}), 

i5 = card({xe£; g2(x) = g(e)x}), 

i6 = card({xeK; f g(x) = gf(x)}), 

i7 = 1 if f2(e) = g2(e) and i7 = 0 if f2(e) * g2(e). 

1.2. Auxiliary results 

2.1. Let S be a non-empty finite set. For / e T ( S ) , let k(/) = card({xeS; 
/2(x) = f(x)}); for/, g e T(S), let \(f, g) = card({x e S;fg(x) = g f(x)}) - see 1.11. 
Further, put o(/, g) = (k(/), k(a), 1(/, a)). 

If card(S) = 1, then {o(f,g)} = {(l, 1, 1)}. 

2.2. Let S = {0, 1}. 

(i) If / = g = (J *), then o(/, g) = (0, 0, 2). 

(ii) If / = ( ° *) and g = (J j ) , then o(/, a) = (0, 2, 0) and o(g, / ) = (2, 0, 0). 

(iii) If / = (J J ) and g = (J }) , then o(/, g) = (0, 2, 2) and o(g , / ) = (2, 0,2). 

(iv) If / = (o o) and g = ( ° }) , then o(/, g) = (2, 2, 0). 

(v) If / = g = ( Q }), then o(/, g) = (2, 2, 2). 

2.3. Let S be a two-element set! It is easy to check that {o ( / g)} = {(0, 0, 2), 
(0, 2, 0), (2, 0, 0), (0, 2, 2), (2, 0, 2), (2, 2, 0), (2, 2, 2)}. 

2.4. Let S = {0, 1, 2}. 

( i ) I f / = (l 0 l) a n d g = ( 2 2 l ) ' t h e " ° ( / ' S ) = ( ° ' °' 0 ) ' 

(ii) If / = ( ° I f) and g = (^ J j ) , then o(/, g) = (0, 0, 1). 

(iii) If / = (J J J) ^d g = (J J ^), then o(/, g) = (0, 0, 2). 
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(iv) If / = g = (J J 2 \ then o(/, a) = (0, 0, 3). 

(V) If f - (l J l) 3nd * = (o 2 l ) then °(/'») 
and 01V rl = H 0 nV 

then o(/, g) 

and o(a, /) = (1, 0, 0). 

(vi) If / = / 0 1 2 \ and a = /O 1 2 \ . 
Vl 0 oj (0 2 1> th< 

and o(a, /) = ( l ,0 ,2) . 

< * > - ' - ( ! ; ; ) - ' - ( . . ! > 

and o(a, /) = (2,0,0). 

(viii)Iff = ( 0 ^ ) a n d a = ( 0
0

2 ) , t h e n o ( L 

and o(a, /) = (2,0, 1). 

;) I f f = (1 0 0) a n d 9 = ( o o 0 ) ' t h e n ° ( / ' *> 
o n H ^ l T f\ — fl f\ Cl\ 

then o(f #) 

9) 

( i* 
\ 1 \J \Jf 

and o(a, /) = (3,0,0). 

« - / - ( . í ž ) — -(!!í.> 
and oía. f) = (3. 0 1). 

then o(/, a) = 

and o(a, /) = (3,01). 

(xi) If / = ( Q 0 J and a = L J 2J, then o(/, a) = 

and o(g,f) = (3,0,2). 

: i i ) i f / = ( i o 5 ) a n d ^ = ( o ; i ) t h e n o ( / ' 3 ) 

and o(g,f) = (3, 0, 3). 

(x 

and o(a, /) = (3,0,3). 

(xiii) If / = (o 2 l ) a n d ^ = ( l 0 2)' 

/n 1 i\ /n 1 i\ 

(0,1,0) 

(0,1,2) 

(0, 2, 0) 

(0, 2, 1) 

(0, 3, 0) 

(0, 3, 1) 

(0, 3, 2) 

(0, 3, 3) 

then o(f g) 

then o(f g) 

then o(f g) 

(1,1,0). 

(1, 1, 3). 

(1,2,0) 

VA..V .. , - yQ 2 ^ a..U y - ^ Q ^, 

< x i v ) l f / = ( o 2 l ) a n d ^ = ( o 2 l ) 

and o(a, / ) = (2, 1,0). 

(xvi) If f = ( 0 2 J) and a = (JJ * 2 ) , then o(/, a) = (1, 2, 1) 

and o(a, / ) = (2, 1, 1). 
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(xvü)If/-(»J 

and o(ø,f) 

( x v ш ) I f f = ( ^ 

and o(ø, f) 

(x ix)K/ = ( ^ 

and o(g,f) 

( x x ) K / = ( ^ 

and o(g9 f) 

(xxi)lf/-(jj 

(xxioif/ .(°; 

(xxiii) i f / = L 0 

(xxiv)If/ = Ç j 
and o(g9 f) 

(xxv)if/-(»; 

and o(g9f) 

(xxvi)If/ = ( ^ 

and o(g,f) 

(xxvii) I f / = L 0 

and o(g,f) 

(xxviii) If/ = L 0 

(xxix) If/ = L t 

(xxx)If/ = ^ J 

(xxxi) If/ = L { 

2 ) a n d ^ = ( o J o ) 
= (3, 1, 0). 

^ and ^ = ( 0 0 2)' 

= (3, 1, 1). 

l ) and * = ( ° { *) , 

- t i 1 ">\ = (3, 1, 2). 

i ) a n d * = ( o í o ) 
= (3,1,3). 
2\ (0 1 2\ 
í) \l 1 OJ' 
2\ and í = / 0 1 2 \ 
1/ \o 2 0 / 
2\ and g = (0 1 2\ 
í) \0 0 1 / 
2\ and g = (0 1 2\ 
í) [l 1 l j ' 

= (3, 2, 0). 

1) a n d g = (o 2 2 ) 
= (3, 2, 1). 

l ) a n d 3 = (o!Š) 
= (3,2,2). 

1) and * = (o l 0)' 
= (3, 2, 3). 

0 ) and ff =- (2 í 2)' 

0)and ' " ( S I 2) 

Š) and * = (o í l)' 
2 ) = g, then o(/, a) = 

then 01 

then 01 

then 01 

then 01 

then 01 

then o 

then o 

then o 

then 01 

then 01 

then o 

then o 

then o 

then o 

= (3, 3, 

(f,g) = (1, з, 0) 

(f,g) = (1, з, 1) 

(f,g) = (1, з, 2) 

(f, g) = (1, з, 3) 

(f,g) = (2,2,0). 

(f,g) = ((2,2,1) 

»(/. g) = (2, 2, 3). 

(f,g) = (2, 3, 0) 

»(/. g) = (2, 3, 1) 

(f, g) = (2, 3, 2) 

»(/,ø) = (2, 3, 3) 

(f, g) = (3, 3, 0). 

>(/> 9) = (3, 3, 1). 

•(/, g) = (3, 3, 2). 

3). 
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2.5. Let S be a three-element set. It is tedious but easy to check that {o(L g)} = 
= {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 0, 3), (0,1, 0), (0,1, 2), (0, 2,0), (0, 2,1), (0, 3, 0), 
(0, 3, 1), (0, 3, 2), (0, 3, 3), (1, 0, 0), (1, 0, 2), (1, 1, 0), (1, 1, 3), (1, 2, 0), (1, 2, 1), 
(1, 3, 0), (1, 3, 1), (1, 3, 2), (1, 3, 3), (2,0, 0), (2, 0, 1), (2,1, 0), (2, 1, 1), (2, 2, 0), 
(2, 2, 1), (2, 2, 3), (2, 3, 0), (2, 3,1), (2, 3, 2), (2, 3, 3), (3, 0, 0), (3, 0, 1), (3,0, 2), 
(3, 0, 3), (3, 1, 0), (3,1, 1), (3,1, 2), (3, 1, 3), (3, 2, 0), (3, 2, 1), (3, 2, 2), (3, 2, 3), 
(3, 3,0), (3, 3,1), (3, 3, 2), (3, 3, 3)}. 

1.3. Two - element groupoids 

3.1. Consider the following ten two-element groupoids: 

A, 0 1 

0 0 0 
1 0 0 

A6 
0 1 

A2 0 1 

0 
1 

1 0 
0 0 

A3 
0 1 

0 
1 

0 1 
0 0 

0 
1 

1 1 
0 0 

A7 
0 1 

0 
1 

1 0 
1 0 

A8 
0 1 

0 
1 

0 1 
0 1 

A4 0 1 

0 0 0 
1 1 0 

A9 1 o 1 

0 1 

0 
1 

0 0 
0 1 

0 
1 

0 0 
1 1 

Aю 0 1 

0 0 1 
1 1 0 

It is easy to check that these groupoids are pair-wise non-isomorphic and, up to 
isomorphism, they are the only two-element groupoids. Moreover, A3 is anti-
isomorphic to A4, A6 to A7 and A8 to A9 (in fact, A4 = A3

P, A7 = A6

P and 
A9 = A8 ). 

The groupoids Al9 A5, A8, A9, A 1 0 are associative and the groupoids A2, A3, A4, 
A6, A7 are non-associative. More precisely: As(A2) = {(0, 0, 0), (0,1, 0), (1, 0, 1), 
(1, 1, 1)} as(A2) = 4 = ns(A2); As(A3) = As(A4) = {(0, 0, 0), (0, 0, 1), (0,1, 0), 
(1, 0, 0), (0, 1, 1), (1, 1, 0)} and as(A3) = 6 = as(A4), ns(A3) = 2 = ns(A4); 
As(A6) = As(A7) = 0, as(A6) = 0 = as(A7), ns(A6) = 8 = ns(A7). 

Put z(At) = card({(x, y); x, y e Ah xy = y}). Then z(A t) = z(A6) = z(A9) = 
= z(A1 0) = 2, z(A2) = z(A4) = 1, z(A3) = z(A5) = 3, z(A7) = 0 and z(A8) = 4. 

1.4. Three - element groupoids 

4.1. By Construction 1.12, where H = A l 9 A2, A3, A6, resp., and e = 2, we get 
the following four three-element groupoids: 

B2 7 I 0 1 2 

0 I 0 0 0 
1 í 0 0 1 
2 I 0 1 2 

B23 0 1 2 

0 1 0 0 
1 0 0 X 
2 0 1 2 

B25 0 1 2 

0 0 1 0 
1 0 0 1 
2 0 1 2 

B19 0 1 2 

0 1 1 0 
1 0 0 1 
2 0 1 2 

Now, as(Bi) = as(H) + 19, and so as(B27) = 27, as(B23) = 23, as(B25) = 25 and 
as(B19) = 19 (see 3.1). 
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4.2. By Construction 1.13, where H = A2, A3, A4, A5, A6, A7, resp., and e = 2, 
we get the following six three-element groupoids: 

в 2 0 
0 i : 

0 1 0 
1 0 0 
2 0 i 

в 2 4 
0 1 2 

0 0 1 2 
1 0 0 2 
2 0 1 2 

в 22 | 0 1 2 

в 1 7 
0 1 2 

0 1 1 2 

1 0 0 2 
2 0 1 2 

o 0 0 2 
1 1 1 0 2 

2 ! 0 1 2 

в 1 5 j 0 1 2 

0 | 1 0 2 
1 í 1 0 2 

2 І 0 1 2 

в 2 6 
0 1 2 

0 0 0 2 
1 0 1 2 
2 0 1 2 

Now, as(Bl) = as(H) + 15 + z(H), and so as(B20) = 20, as(B24) = 24, as(B22) = 
= 22, as(B26) = 26, as(B17) = 17, as(B15) = 15 (see 3.1). 

4.3. In l.H, choose K = {2} and M = {0, 1}. 
(i) Let/(0) = 1,/(1) = 0, 0(0) = 0, g(l) = 0. Then k(/) = 0, k(g) = 2, l(f g) = 0 
and so, by l.ll(vi), as(G) = 3 for the corresponding groupoid G = B3: 

B3 
0 1 2 

0 1 0 0 
1 1 0 0 
2 1 0 2 

(ii) Let /(0) = 1, /( l ) = 0 and g = / Then k(/) = k(g) = 0, 1(/ g) = 2, and so 
as(G) = 7 for the corresponding groupoid G = B7: 

в 7 
0 1 2 

0 1 0 1 

1 1 0 0 
2 1 0 2 

(iii) Let/(0) = 1, /( l ) = 0, g(0) = 0, g(l) = 1. Then k(/) = 0, k(g) = 2 = 1(/ g), 
and so as(G) = 9 for the corresponding groupoid G = B9: 

в 9 
0 1 2 

0 1 0 0 
1 1 0 1 
2 1 0 2 

(iv) Let /(0) = 0 = /(l), fl(0) = 1 = fl(l). Then k(/) = 2 = k(g), 1(/, g) = 0, and so 
as(G) = 21 for the corresponding groupoid G = B 2 1 : 

в 2 1 
0 1 2 

0 0 0 1 
1 0 0 1 
2 0 0 2 
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4.4. In 1.11, choose K = 0 and M = {0, 1, 2}. 

(i) Let f(0) = 1, f(l) = 0 = f(2) . Then k(f) = 0, and so, by l.ll(v), as(G) = 0 
for the corresponding groupoid G = B0: 

B0 
0 1 2 

0 1 0 0 
1 1 0 0 
2 1 0 0 

(ii) Let f(0) = f(l) = 0, f(2) = 1. Then k(f) = 2, and so as(G) = 18 for the cor
responding groupoid G = B 1 8 : 

Bis 0 1 2 

0 0 0 1 
1 0 0 1 
2 0 0 1 

4.5. In 1A4, choose K = A l 5 e = 2, so that as(K) = 8. 

(i) Letf(0) = l , f( l ) = 0,f(2) = 1, 0(0) = 1, g(\) = 1, g(2) = 1. Then i, = i2 = 

= i5 = i6 = i7 = 0, i3 = 4, i 4 = 1, and so as(G) = 13 for the corresponding 

groupoid G = B 1 3 : 

в 1 3 
0 1 2 

0 0 0 1 
1 0 0 0 
2 1 1 1 

(ii) Let/(0) = 1, f(l) = 0, f(2) = 0, g(0) = 1, g(l) = 1, g(2) = 0; then i, = i2 = 
= i5 = i6 = 0, i3 = 4, i4 = i7 = 1, and so as(G) = 14 for the corresponding 
groupoid G = B 1 4 : 

B 1 4 I 0 1 2 

0 0 0 1 
1 0 0 0 
2 1 1 0 

4.6. In 1.14, choose K = A6, e = 2, so that as(K) = 0. 
(i) Let j(0) = 1, /( l ) = 0, /(2) = 0, g(0) = 0, g(l) = 2, g(2) = 0. Then i t = i3 = 

= i4 = i5 = i7 = 0, i2 = i6 = 1, and so as(G) = 2 for the corresponding groupoid 
G = B2: 

в 2 
0 1 2 

0 1 1 1 
1 0 0 0 
2 0 2 0 

As(B2) = {(2, l ,0),(2, l ,2)}. 
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= ь = (ii) Let/(0) = 1,/(1) = 0,/(2) = 2, g(0) = 0, g(i) = 2, g(2) = 2. Then i. 
= i4 = i6 = 0, i2 = i7 = 1, i5 = 2, and so as(G) = 4 for the corresponding groupoid 

G = B4: n I ft , 2 

T~ 
o 
2 

в 4 
0 1 

0 1 1 
1 0 0 
2 0 2 

(iii) Let/(0) = 2,/( l) 
= i3 = 0, i4 = i6 = i7 

G = B5: 

0,/(2) = 2, g(0) = 0, a(l) = 0, g(2) = 2. Then i, = i2 = 
1, i5 = 2, andsoas(G) = 5 for the corresponding groupoid 

в 5 
0 1 2 

0 1 1 2 
1 0 0 1 
2 0 0 2 

(iv) L e t / ( 0 ) = 1,/(1) = 
= i6 = 0, i5 = i7 = 1, i3 

B„: 

2,/(2) = 2, g(0) = 0, tf(l) = 0, g(2) = 2. Then i, = i2 = 
= i4 = 2, and so as(G) = 6 for the corresponding groupoid 

в 6 
0 1 2 

0 1 1 1 
1 0 0 2 
2 0 0 2 

(v) Let /(0) = 0, /( l ) = 0, /(2) = 0, g(0) = 0, a(l) = 0, g(2) = 0. Then i2 = i5 = 
= 0, i4 = i7 = 1, i| = i3 = i6 = 2, and so as(G) = 8 for the corresponding groupoid 
G = B8: 

Bя 0 1 2 

0 1 1 0 
1 ! 0 0 0 
2 | 0 0 0 

0, /(2) = 1, g(0) = 0, g(l) = 0, g(2) = 1. Then i2 = 0, 
= i6 = 2, and so as(G) = 10 for the corresponding groupoid 

5 = i6 = 2, and so as(G) = 10 for the corresponding 

(vi) Let /(0) = 0, /( l ) = 
i 4 = i 7 = 1, ij = i 3 = i 5 

i 4 = i 7 = 1, ix = i 3 = 

groupoid G = B 1 0 : 

(vii) Let /(0) = 0, /( l ) = 0, /(2) = 2, g(0) = 0, g(\) = 0, g(2) = 2. Then i2 = 0, 

в 1 0 
0 1 2 

0 1 1 0 
0 0 0 0 

2 0 0 1 

17 = 1, \l = i3 = i 4 

groupoid G = B n : 
= 2, and so as(G) = 1 1 for the corresponding 

ß п 0 1 2 

0 1 1 0 
1 0 0 0 
2 0 0 2 
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(viii) Let f(0) = 0, f(l) = 0, f(2) = 1, <?(0) = 0, g(l) = 1, g(2) = 1. Then i7 = 0, 
i 4 = i5 = 1, i t = i3 = i 6 = 2 , i2 = 4, and so as(G) = 12 for the corresponding 
groupoid G = B 1 2 : 

в 1 2 
0 1 2 

0 1 1 0 

1 0 0 0 

2 0 1 1 

(ix) Let f(0) = 0, f(l) = 1, f(2) = 0, g(0) = 0, g(\) = 1, g(2) = 0. Then i 4 = 0, 
i5 = i 7 = I, i6 = 2, ij = i2 = i3 = 4, and so as(G) = 16 for the corresponding 
groupoid G = B 1 6 : 

в l б 
0 1 2 

0 1 1 0 

1 0 0 1 

2 0 1 0 

4.7. Consider the following groupoid B,: 

B, 

0 
1 
2 

0 1 2 

ľ~T T 
0 0 0 
2 1 0 

It is easy to check that As(Bx) = {(0, 1, 1)}, and so as(B1) = 1. 

4.8. Proposition. Let 0 g m _ 27. Then there exist a three-element groupoid G 
such that as(G) = m. 

Proof. See 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7. 

1.5. Four - element groupoids 

5.1. Proposition. Let 0 = m = 64. Then there exists a four-element groupoid G 
such that as(G) = m. 

Proof. Denote by N the set of the numbers as(G) where G runs through four-
element groupoids. The rest of the proof is divided into several parts: 
(i) By 1.8, OeN . 

(ii) By 1.11 (where n = 1, m = 3), 1 + 16k(f) + k(g) + 4A(f,g)eN for all 
transformations f, # of a three-element set. Now, 2.4 implies 
1, ..., 5, 7, ..., 10, 12, 13, 16,..., 20, 23, 24, 25, 28, 30, 32, ..., 40,44,47,..., 64 e N. 
(iii) By 1.11 (where n = 2, m = 2), as(K) + 16k(f) + 4 % ) + S.i(f,g)eN for 
every two-element groupoid K and all transformations f,g of a two-elementset. 
Now, 3.1 and 2.2 imply that, in particular, 14, 22, 46 e N. 
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(iv) By 1.11 (where n = 3, m = 1), as(K) + 37 e N for every three-element groupoid 
K. Now, 4.8 implies that, in particuler, 41, 42, 43, 45 e N. 

(v) By 113, as(H) + z(H) + 28 e N for every three-element groupoid H. If H = B t 

(see 4.7), then as(H) = 1, z(if) = 2, and so 31 eN . 

(vi) In 1.14, choose K = B0 (see 4.4(i)) e = 3 and f(0) = 1, f(l) = 0, f(2) = 0, 
f(3) = 0, g(0) = 2, g(l) = 0, g(2) = 0, g(3) = 0. Then i2 = i3 = i5 = i7 = 0, 
i6 = 1, i4 = 2, ix = 3, and so as(G) = 6 for the corresponding four-element 
groupoid G (we have as(K) = 0). 

(vii) In 1.14, choose K = B0, e = 3 and f(0) = 1, f(l) = 2, f(2) = 1, f(3) = 0, 
g(0) = 1, g(l) = 2, g(2) = 1, g(3) = 0. Then i, = i2 = i5 = 0, i4 = i7 = 1, i6 = 3, 
i3 = 6, and so as(G) = 11 for the corresponding groupoid G. 

(viii) In 1.14, choose K = B0, e = 3 and f(0) = 1, f(l) = 0, f(2) = 1, f(3) = 0, 
0(0) = 1, g(l) = 0, g(2) = 1, g(3) = 0. Then i2 = 0, i4 = i5 = i7 = 1, i3 = i6 = 3, 
i2 = 6, and so as(G) = 15 for the corresponding groupoid G. 

(ix) In 1.14, choose K = B18 (see 4.4(H)), e = 3 and f(0) = 1, f(l) = 1, f(2) = 0, 
f(3) = 3, g(0) = 2, g(l) = 2, g(2) = 1, 0(3) = 3. Then i t = i2 = i3 = i5 = i6 = 0, 
i7 = 1, i4 = 2, and so as(G) = 21 for the corresponding groupoid G (we have 
as(K) = 18). 

(x) In 1.14, choose K = B18, e = 3 and f(0) = 1, f(l) = 0, f(2) = 1, f(3) = 3, 
0(0) = 1, g(l) = 2, g(2) = 1, g(3) = 3. Then i2 = i4 = i5 = 0, i6 = i7 = 1, i, = 
= i3 = 3, and so as(G) = 26 for the corresponding groupoid G. 

(xi) In 1.14, choose K = B18, e = 3 and f(0) = 1, f(l) = 2, f(2) = 2, f(3) = 0, 
0(0) = 2, 0(1) = 2, 0(2) = 2, g(3) = 0. Then i2 = i4 = i5 = i7 = 0, i, = i3 = i6 = 
= 3, and so as(G) = 27 for the corresponding groupoid G. 

(xii) In 1.14, choose K = B18 , e = 3 and f(0) = 1, f(l) = 1, f(2) = 0 f(3) = 3, 
0(0) = 1, 0(1) = 2, 0(2) = 2, 0(3) = 3. Then i± = i2 = i7 = 0, i5 = i6 = 1, i4 = 3, 
i3 = 6, and so as(G) = 29 for corresponding groupoid G. 

1.6. Five - element groupoids 

6.1. Proposition. Let 0 = m g 125. Then there exists a five-element groupoid G 
such that as(G) = m. 

Proof. Denote by N the set of the numbers as(G) where G runs through five-
element groupoids. The rest of the proof is divided into several parts: 

(i) By 1.8, OeN . 
(ii) By 1.12 and 5.1, 61, ..., 125 e N. 

(in) By 1.11, as(K) + 25k(f) + 9k(0) + 15A(f, 0) e N for every three-element 
groupoid K and all transformations f, g of a two-element set. Now, 4.8 and 2.2 
imply 18, ..., 45 e N (for o(f, 0) = (0, 2, 0)), 30, ..., 57 e N (for o(f, 0) = (0, 0, 2)), 
48, ..., 75 e N (for o(f, g) = (0, 2, 2)). In particular, 18, ..., 60 e N. 

80 



(iv) By 1.11, as(K) + 25k(f) + 4k(g) + 10A(f, g) e N for every two-element 
groupoid K and all transformation f, g of a three-element set. Now, by 3.1 and 2.4 
(choosing o(f, g) = (0, 0, 0), (0, 1, 0), (0, 0, 1)), we get 4, 6, 8, 10, 12, 14, 16 e N. 
(v) By 1.11 q(f, g) = 1 + 25k(f) + k(g) + 5.1(f, g) e N for all transformations f, g 
of a four-element set. 

I f / = ( l J 3 2) a n d * " (2 3 0 l ) thCn q ( / 3 ) = L 

I f / = G J o o ) a n d 5 = ( 2 J l 3 ) t h e n q ( / ' ^ ) = 2-
I f / = (2 3 0 l ) a n d S = (0 1 3 2 ) t h C n qif'g) = 3-

I f / = ( l 2 3 0) a n d 9 = (3 0 2 l ) t h e n q ( / ' ^ - 7-

I f / = ( l 2 3 o ) a n d ^ = ( o i o i ) t h e n q ( / ' 9 ) = 9-

If/ = ( i o o o ) a n d ^ = ( i i i O ' t h e n q ( / ' ^ ) = 1L 

I f / = ( l O O o ) a n d * = ( ? 0 2 3) ' t h e n q ( / . « ) - - 13. 

I f / = (2 0 0 23) a n d 9 = (0 I 2 2) then q ( / ' ^ = 15-

I f / = ( l O O o ) a n d ^ = ( o 2 3 l ) t h e n q ( / ^ = 1 7 -

1.7. Spectrum of associativity 

7.1. Let s/ be an abstract class of groupoids (i.e. s/ is closed under isomorphic 
images). For every n = 1, we put specass(j/, n) = {as(G); Ges/, card(G) = n}. 
We put also specass(n) = specass(^, n) where ^ is the class of all groupoids. 

Clearly specass(l) = {1} and, by 2A , specass(2) = {0, 4, 6, 8}. Now, we are 
going to show that specass(n) = {0, ..., n3} for each n _ 3. 

7.2. Theorem. Let 3 — n and 0 = m ^ n3. Then there exists an n-element 
groupoid G such that as(G) = m. 

Proof. It is divided into several parts, 
(i) Denote by N the set of n = 3 such that specass(n) = {0, ..., n3}. By 4.8, 5.1 
and 6.1, we have 3, 4, 5 e N. 
(ii) Let n 6N. By 1.11, {0, ..., n3} + (n + 2)2 k(f) + n2 k(g) + n(n + 2) l(f, g) c 
^ specassfn + 2) for all transformations f, g of a two-element set. Now, 2.2 implies 
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that {2n2, ..., n3 + 2n2}, {2n2 + 4n, ..., n3 + 2n2 + 4n}, 
{2n2 + 8n + 8, ..., n3 + 2n2 + 8n + 8}, {4n2 + 4n, ..., n3 + 4n2 + 4n], 
{4n2 + 8n + 8, ...,n3 + 4n2 + 8n + 8}, {4n2 + 12n + 8, ...,n3 + 4n2 + 12n + 8}, 
{6n2 + 12n + 8, ..., n3 + 6n2 + 12n + 8} are all contained in specass(n + 2). But 
n3 + 2n2 = 2n

2 + 4n, n3 + 2n2 + 4n = 4n
2 + 4n, n3 + 4n2 + 4n = 4n

2 + 8n + 
+ 8, n3 + 4n2 + 8n + 8 = 4n

2 + 12n + 8 and n3 + 6n2 + 12n + 8 = (n + 2)3. 
Consequently, {2n2,...,(« + 2)3} .= specass(n + 2). 

(iii) Let n e N. By 1.11, {0,.. . , n3} + (n + 3)2 k(f) + n2 k(g) + n(n + 3) l(f, g) e N 
for all transformationsf, g of a three-element set. Now, 2.4 implies that {0,.. . , n3} 
and {n2 , . . . , n3 + n2} are contained in specass(n + 3). Consequently, 
{0, ..., n3 + n2} != specass(n + 3). 

(iv) Let n e N be such that n + 1 e N. We are going to show that n + 3 e N. First, 
by (iii) {0,... , n3 + n2} .= specass(n + 3). Further, by (i) {2(n + l)2 , . . . ,(n + 3)3} c 
•= specass(n + 3). But n3 -\- n2 = n2(n + 1) ;> 2(n + l)2 and we see that n + 
+ 3 e N . 

(v) From (i) and (iv), it follows easily by induction, that n e N for each n ^ 3. 

1.8. Sets of associative triples - examples 

8.1. Let S be a non-empty set. A subset Tof S(3) will be called associatively admis
sible (or only admissible for short) if T = As(S(*)) for a groupoid, say S(*), defined 
on the set 5. 

8.2. Example. Let 5 be a set containing at least two elements. By 1.8 there exist 
at least one antiassociative groupoid defined on S and therefore 0 is an associatively 
admissible subset of 5 ( 3 ) . 

8.3. Example. Let S be a non-empty set. We can define a structure of a semigroup 
on S (for instance with zero multiplication). Hence S(3) is an associatively admissible 
subset of 5 ( 3 ) . 

8.4. Remark. Let S be a finite set with card(S) = n = 3. Let 0 = m = n3. By 7.2 
there exists at least one admissible subset Tof S(3) with card(T) = m. 

8.5. Example. Let S = {0, 1}. It is easy to check (see 3.1) that only admissible 
subset of S (3) are the following five sets: 0, {(0, 0, 0), (0, 1, 0), (1, 0, 1), (l, 1, 1)}, 
{(0, 0, 0), (0, 1, 0), (0, 0, 1), (0, 1, 1), (1, 0, 0), (1, 1, 0)}, {(1, 1, 1), (1, 0, 1), (1, 1, 0), 
(1, 0, 0), (0, I, 1), (0, 0, 1)} and 5 ( 3 ) . 

8.6. Example. Let S be a non-empty set and Tan admissible subset of S(3). Then 
the set {(x, y, z); (z, y, x) e T} is also an admissible subset of S(3) (consider the op
posite groupoid). 

8.7. Example. Let S be a non-empty set, T an admissible subset of S (3) and f 
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a permutation on S. Then the set {(f(x),f(y),f(z)); (x, y, z) e T} is again admissible 
(consider the isomorphic groupoid). 

8.8. Example. Let S be a non-empty set and T = S (3 ) - {(x, x, x); xeS}. We are 
going to show that Tis not an admissible subset of S(3). 

Suppose, on the contrary, that T = As(S) and let a e S (the operation being 
denoted multiplicatively). Let b = aa. Since a . aa 4= aa . a, we have a 4= b. But 
we have also b . bb = b(aa . b) = b(a . ab) = ba . ab = (ba . a) b = (b . aa) b = 
= bb . b, a contradiction. 

8.9. Example. Let S be a set containing at least two elements, let a, b e S, a =j= b, 
K = {a, b}. Denote by R the set of all ordered triples (x, y, z) e S (3 ) such that either 
x = y = a or x = a, y = b or y = a, z = b or x = y = z = b. Further, let 
T = S(3) - {(a, x,b); xeS - {a, b}} - {(b, a, a)}. Clearly, if S is finite and n = 
= card(S), then card(tf) = 3n and card(T) = n3 - n + 1. 

Now, let Lbe a subset of S (3 ) such that R _= L c T. We are going to show that L 
is not an admissible subset of S(3). Suppose, on the contrary, that L = As(S) for 
some groupoid S = S(«). First, we show that K is a subgroupoid of S. Indeed, 
a(aa . b) = a(a . ab) = aa . ab = (aa . a) b = (a . aa) b. Then (a, aa, b)e L and 
aa e K. Further, a(ab . b) = a(a . bb) = aa . bb = (aa . b) b = (a . ab) b; the third 
equality follows from the fact that either aa = a or aa = b. Thus (a, ab, b)e L 
and ab e K. Similarly, a(bb . b) = a(b . bb) = ab . bb = (ab . b) b = (a . bb) b, so 
that bb e K, and finally a(ba . b) = a(b . ab) = ab . ab = (ab . a) b = (a . ba) b and 
ba e K. We have proved that K is a two-element subgroupoid of S. On the other 
hand, As(K) = As(S) n K(3) = Ln K(3), R n K(3) c= LnKw, (a, a, a), (b, b, b) e 
eRnK(3). So KnK(3) contains six elements and (b, a, a) <£ Ln K(3). However, 
such a situation is not possible by 8.5. 

8.10. Example. Let S be a set containing at least three elements, let a, be S, 
a 4= b, and R = S(3) - {(x, x, x); xeS - {a, b}}. If S is finite and card(S) = n, 
then card(R) = n3 — n + 2. We are going to show that R is not an admissible 
subset of S(3). Suppose, on the contrary, that R = As(S) (the operation on S denote 
multiplicatively). There is an element ce S with a 4= c =j= b. Put d = cc, e = cd, 
f=dc. 

First, we show that c #= d, e,fabd e =t= f. If c = d, then cc . c = c . cc, so (c, c, c) e 
6 R and it is a contradiction. If e = c 4= f, then cc . c = (c . cd) . c = (cc . d) . c = 
= cc . dc = c .(c . dc) = c .(cd . c) = c . cc, a contradiction. 

Next, we show that d 4= e,f. If d = e, then e = cd = ce = c . cd = c . ce = 
= c(c . cd) = c(c . (c . cc)) = cc.(c. cc) = (cc .c).cc = ((cc .c).c).c = 
= (cc .cc).c = (c.(c. cc)) . c = (c . cd). c = ce . c = cd . c = ec = dc = f, 
a contradiction. Similarly, d 4= f 

Further, we show that d e {a, b}. Indeed, we have dd . d = (d . cc) . d = 
= (dc.c).d = dc.cd = d.(ccd) = d.(cc.d) = d.dd. Similarly ee. e = 
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= (e . cd). e = (ec . d). e = ec . de = e . (c . de) = e . (cd . e) = e . ee, so e e {a, b} 
and fe {a, b}. 

We have proved that d, e,fe {a, b}. But the elements d, e,fare pair-wise different 
and this is a contradiction. 

8.11. Corollary. Let S be a groupoid of order n ^ 3. Then for all k such that 
3 n ^ / c ^ n 3 - n + 2 there exists at least one subset Tof S (3) such that card(T) = k 
and Tis not an associatively admissible subset of S(3). 

1.9. Small and large sets of associative triples 

9.1. Let S be a non-empty set and R a subset of S(3). Put V(R) = 
= {(x, y); (x, y, z) e R}, W(R) = {x, y, z; (x, y, z) e R}, v(R) = card(V(R)) and 
w(R) = card(W(R)). 

9.2. Proposition. Let S be a finite non-empty set and R a subset of S (3 ) such that 
v(R) + w(iR) + 3 ^ card(S). Then R is an admissible subset ofS(3). 

Proof. Put T = S - W, W = W(R) and V = V(R). There are three different 
elements a, b, c e Tand an injective mapping f of Vinto Tsuch that a, b, c $ Im(f). 
Define a transformation g of S by g(a) = c, g(x) = g(b) = a for x e Wand g(y) = b 
for y e T - {a, b}. Notice that g(z) e {a, b, c} ^ T for each z e S and that g2(z) + 
+ g(z). Now, define a multiplication on S as follows: xy = f(x, y) for every (x, y) e 
e V; f(x, y). z = a for every (x, y, z)e R and xy = g(x) in the remaining cases. 
Then the products of any two elements of S are in T Therefore yz $ Wand x . yz = 
= g(x) for all x, y, z e S. Moreover, if x, y, z e S and (x, y) $ V, then either JC = 
= f(u, v) for some (u, v, y) e R or x =j= f(w, v) for every (u, v, y). In the first case, 
xy.z = a.z = c=£b = g(x) = x . yz. In the second case, xy . z = g(x). z = 
= g2(x) + g(x) = x . yz; the second equality follows from the fact g(x) = a, b 
or c ^ Wu Im(f). 

Finally, if (x, y) e V, then either (x, y, z) £ R, or (x, y, z) e R. In the first case, 
xy . z = f(x, y) . z = gf(x, y) = b + a = g(x) = x . yz. In the second case, 
xy . z = a = g(x) = x . yz. So we have proved that As(S) = R. 

9.3. Remark. Let S be a finite non-empty set of order n and let a, b, c e S, R = 
= {(a, b, c)} and m = card({a, b, c}). If m = 1 and 5 ^ n, then R is an admissible 
subset of S(3). If m ^ 2 and 6 ^ n, then R is an admissible subset of S(3). If 7 ^ n, 
then R is an admissible subset of S(3). 

9.4. Corollary. Let S be a finite non-empty set, n = card(S) and let R be a subset 
of S(3) such that card(K) ^ (n — 3)/4. Then R is an admissible subset of S(3). 

9.5. Corollary. Let S be a finite non-empty set and R a subset of S(3). Then, for 
every finite set T such that Tn S = 0 and card(T) = 4 . card(K) + 3 - card(S), 
R is an admissible subset Of(Tu S)(3). 
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9.6. Corollary. Let S be a non-empty subset of finite set T such that card(S)3 -f 
+ 3 g card(T). Then every subset of S(3) is an admissible subset of T(3). 

9.7. Proposition. Let S be an infinite set and R a subset of S (3) such that 
card(S - W(#)) = card(S). Then R is an admissible subset of S (3). 

Proof. Similar to that of 9.2. 

9.8. Corollary. Let S be an infinite set and R a subset of S (3) such that card(R) < 
< card(S). Then R is an admissible subset of S(3). 

9.9. Proposition. Let S be a finite non-empty set, T a subset of S{3), R = S (3 ) - T 
and suppose that v(R) + w(K) + 2 _̂  card(S). Then T is an admissible subset 
ofS (3). 

Proof. Put Z = S - W(R) and V = V(R). There are two different elements 
a,beZ and an injective mappingfof Vinto Z such that a, b $ Im(f). Define a multi
plication on S as follows: xy = f(x, y) for every (x, y) e V, f(x, y) . z = a for 
every (x, y, z)e R and xy = b in the remaining cases. It is easy to see that x . yz = b 
for all x, y, z e S. Moreover, if x, y, z e S and (x, y) $ V, then xy e {a, b} and 
xy . z = b = x . yz. Finally, if x, y, z e S and (x, y) e V, then either (x, y, z) $ R, 
and we have xy . z = f(x, y). z = b = x . yz, or (x, >>, z) e K, and we have xy . z = 
= f(x, y). z = a =# b = x . yz. We have proved that As(S) = T. 

9.10. Remark. Let S be a finite non-empty set of order n and let a,b, ce S, 
R = S(3) - {(a, b, c)}, and m = card({a, b, c}). 

If m = 1 and 4 ^ w, then R is admissible. 
If m 5i 2 and 5 ^ n, then K is admissible. 
If 6 ^ n, then K is admissible. 

9.11. Corollary. Let S be a finite non-empty set, n = card(S), and let R be a subset 
OfS(3) such that n3 - n/4 + 1/2 = card(K). Then R is admissible subset OfS(3). 

9.12. Proposition. Let S be an infinite set and R a subset of S (3) such that 
card(S - W(S(3) - R)) = card(S). Then R is an admissible subset of S(3). 

Proof. Similar to that of 9.9. 

9.13. Corollary. Let S be an infinite set and R a subset of S (3 ) such that 
card(S(3) - R) < card(S). Then R is an admissible subset OfS(3). 

9.14. Let S be a finite set with n = card(S) > 3. Then: 
(i) For every 0 ^ m ^ n3 there exists at least one admissible subset R of S (3) such 
that card(R) = m. 
(ii) If R is a subset of S (3) such that either card(K) g (n - 3)/4 or n3 - n/4 + 1/2 g 
^ card(#), then R is an admissible subset of S(3). 
(iii) For every 3 n ^ m ^ n 3 — n + 2 there exists at least one non-admissible 
subset Tof S (3) such that card(T) = m. 
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Proof. See 7.2 and 8.9, 8.10, 9.4, 9.11. 

9.15. Theorem. Let S be an infinite set. Then: 
(i) If R is a subset of S (3) such that either card(#) < card(S) or card(S(3) - R) < 
< card(S), then R is an admissible subset of 5 ( 3 ) . 
(ii) There exists at least one non-admissible subset of S(3). 

Proof. See 8.8, 9.8 and 9.13. 

1.10. Comments and open problems 

10.1. Theorem 7.2 and some other related results are proved in [ l ] and [2], 
while the results contain in 1.8 and 1.9 are adapted from [3]. 

10.2. The class of antiassociative groupoids is closed under subgroupoids and 
filtered product. On the other hand, every absolutely free groupoid is antiassociative, 
and hence the class is not closed under homomorphic images. 

10.3. Let Jf designate the class of groupoids with neutral element. By 1.12, 
specass(^V, n) = {3n2 — 3n + 1, . . . , n3} for every n ^ 4. Further, specass(^V, 2) = 
= {8} and specasspV, 3) = {19, 20, 21, 22, 23, 24, 25, 27}. 

10.4. Find specass(.s/, n) for the following classes s/ of groupoids: Commutative 
groupoids, idempotent groupoids, commutative groupoids, unipotent groupoids, 
commutative unipotent groupoids. 

10.5. Let 2T designate the class of groupoids such that card(GG) = 2 for each 
GeZT. Then specass(/^\ 2) = {0, 4, 6, 8}. Further, specass(/T, 3) = 
= {3, 5, 7,. . . , 22, 24, . . . , 27} (hence 1, 2, 4, 6 and 23 are missing). Find specass(^", n) 
for n = 4. In particular, does there exist a number n = 4 with specass(^", n) = 
= {0 , l ,2 , . . . ,n 3 }? 

10.6. Let n = 2. We can define two numbers O(n) and a(n) by Q(n) = min card(£) 
and a(n) = max card(R), where I* is running through all non-admissible subsets 
of S(3), card(S) = n. Then Q(2) = 1 and <r(2) = 7, Q(3) = 1 and a(3) = 26, 
(n - 3)/4 < Q(n) = 3n and n3 - n + 2 = a(n) < n3 - n/4 + 1/2 for every n ^ 4. 

(i) Find all admissible subset of S (3) for a three-element set. 
(ii) Find O(n) and c(n) for "small" natural numbers n. 

(iii) Improve the above estimates of o(n) and a(n). 
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