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On Separating Sets of Words I 

VÁCLAV FLAŠKA, TOMÁŠ KEPKA and JUHA KORTELAINEN 

Praha 

Received 4th October 2007 

Various combinatorial properties of non-overlapping words (sets of which are called 
separating in the paper) are studied. Besides, the replacement systems (where the sets 
of left hand sides are separating) are considered in full detail. 

1. Introduction 

The aim of the present short note is to initiate a study of special replacement 
systems (see [8] for general theory) coming from so called separating sets of words 
in free monoids, meaning sets whose elements do not overlap. The corresponding 
replacement relation enjoys the diamond and other useful properties and this yields 
a better insight into structure and behaviour of the related transitive closures. These 
transitive relations (orders in many cases) may be used later to construct various 
congruences of free semirings (and, perhaps, other structures), yielding "exotic" 
examples of cogruence-simple semirings (see [4] and [1]) 

2. Preliminaries 

We assume that the reader is familiar with the basic notation and results of 
formal language theory and word combinatorics as presented in [5], [6] and [7]. 
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Some knowledge of the theory of regulated rewriting ([3]) and string rewriting 
systems ([2]) is also helpful. We now summon up some of the concepts that are 
needed in the sequel. Let A* be the free monoid of words over an alphabet A of 
letters. The empty word e, that is the word of length zero, serves as neutral (or unit) 
element of A* and we put A+ = A*\{e};notice that A+ is a free semigroup over 
A. The words from A+ are called nonempty (or nontrivial). 

Let N be the set of all nonnegative integers and V>J+ = N\{0}.For a word 
w e A*, the length of w, denoted by |w|, is the number of occurrences of all the 
letters aeA in w. Thus \e\ = 0 and \axa2... am\ = m for all meN+ and 
ax, a2,..., am e A. Furthermore, we put alph (e) = 0 and alph (ax a2... am) = 
= {aua2,... am). 

A word z is a factor of a word w if w = uzv for some u, v e A*. If u ^ £ or 
v 7-= £ (equivalently, \z\ < |w|), then z is called a proper factor. If u = e (v = s, 
resp.), then z is called a prefix (suffix, resp.) of w; moreover if i; ^ £ (w ^ £, resp.), 
then z is called a proper prefix (proper suffix, resp.) of w. If w and v are both 
nonempty, then z is called an inner factor of w. 

A word w e i + is primitive, if for each ue A+ and M e N, the equality v = un 

implies n = 1 (and v = u). It is quite easy to see that for each v e A+ there exist 
a unique primitive word teA+, the primitive root of v (denoted by >Jw in the 
sequel), and a number m e N + such that v = tm. 

Nonempty words x and y are conjugate (words of each other) if there exist 
words X! and x2 such that x = xxx2 and y = x2xx. Conjugacy is trivially an 
equivalence relation; if x and y are conjugate we often say that x is a conjugate 
of y. 

The following two results belong to the folklore of combinatorics on words. 
Respective proofs are not difficult and can be found in [6]. 

Lemma 2.1. Two nonempty words commute if and only if they are powers of 
the same (primitive) word, i.e., they have the same primitive root. 

Lemma 2.2. Let x and y be nonempty words. The following four conditions are 
equivalent: 

(i) the words x and y are conjugate; 
(ii) the words x and y are of equal length and there exist unique words tx and 

t2 such that t2 T-= £, t = txt2 is primitive, x e (txt2)
+ and y e (t2tx)

+; 
(iii) there exists a word zx such that xzx = zxy; 
(iv) there exists a word z2 such that z2x = yz2. 

Furthermore, assume that any of the four conditions above holds and that tx 

and t2 are as in (ii). Then, for a word w, we have xw = wy if and only if 
w e (txt2)*tx. 

It is quite straightforward to see that if a word x is primitive, then each conjugate 
y of x is also primitive. 
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3. Bordered and unbordered words 

Call a word we A* bordered if there exist words x,yeA*, x # 8 such that 
w = xyx. We have the following 

Lemma 3.1. The following conditions are equivalent for a word w: 
(i) the word w is bordered; 

(ii) there exist words u,t,ve A+, \t\ < \u\ = \v\, such that w = ut = tv; 
(iii) there exist words p,qe A+, \q\ = \p\ < \w\, such that wp = qw. 

Proof. The implication (i) => (ii) is clear. The implications (ii) => (iii) and 
(iii) => (i) follow easily from Lemma 2.2. • 

A nonempty word w is unbordered if it is not bordered (notice that, according 
to this definition, e is unbordered). An unbordered word is called primary in [7]. 

Lemma 3.2. Let zeA+. Then z is unbordered if and only if no proper 
non-trivial prefix (suffix, resp.) of z is a suffix (prefix, resp.) of it. 

Proof. Let veA+, v ^ z be both prefix and suffix of z. Thus there exist 
x,yeA + such that z = vx = yv. According to Lemma 2.2 there exist p,q e A+ 

such that x = pq and y = qp. Hence z = vpq = qpv. At least one of words v, q 
is not longer that |v|/2, which implies that z is bordered. The other implication is 
obvious. • 

Lemma 3.3. Each nonempty unbordered word is primitive. 

Proof. Let w be a nonempty word that is not primitive. Then w = tk where t is 
the primitive root of w and k > 2. Obviously, w is bordered. • 

Remark 3.4. The word w = aba,a,be A, a ^ b, is an example of a primitive 
bordered word. 

A word w is called almost unbordered if either w = 8 or w # 8 and yfw is 
unbordered. 

Lemma 3.5. Let z e A+ be an almost unbordered word, I = y/z, and let 
x,y e A*. Then xz = zy if and only if at least one (and then just one) of the 
following cases takes place: 

(1) x = y = e; 
(2) y/x = y/y = I (then, of course, x = y); 
(3) there exists ue A+ such that y/x = zu, y/y = uz and zu 7-- uz. 

Proof. We prove only the direct implication, the other one is obvious. If 
x = y = e, there is nothing to prove. Suppose that x and y are both nonempty. By 
Lemma 2.2, x = (tit2)

r, y = {t2tx)
r, and z = (txt2)

stx for some numbers reN+, 
seN and words tx, t2e A*, t2 ^ e such that txt2 is primitive. Assume that 
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txt2 = t2tx (meaning, since txt2 is primitive, that tx = s). Then xz = zy reduces to 
xz = zx, so by Lemma 2.1, the primitive roots of x,y and z coincide and (2) is 
true. Suppose, finally, that txt2 =£ t2tx. Then tx ^ s and, since / is unbordered, we 
have s = 0. Clearly, z = tx, txt2 = zt2 and t2tx = t2z, so (3) is valid. The proof is 
now complete. • 

Corollary 3.6. Let x,y,z e A+ be words, z unbordered. Then xz = zy holds if 
and only if there exists a word w such that x = zw and y = wz. 

Lemma 3.7. Let z e A+ be an almost unbordered word, I = yfz, and let 
x,y e A*. Then xzy = yzx if and only if at least one (and then just one) of the 
following cases takes place: 

(1) x = y; 
(2) yjx = yjy = I, i.e., x and y commute; 
(3) there exists ue A+ and r,s eN+, r 9-= s, such that uz is primitive, x = (uzfu 

and y = (uzfu. 

Proof. We prove only the direct implication, the other one is obvious. If x = y, 
then (1) holds trivially. Assume x ^ y. Suppose, without loss of generality, that 
|x| > \y\. Then x = yp = qy for some nonempty words p and q. The equality 
xzy = yzx implies that pz = zq. We now apply Lemma 3.5. Since p and q are 
nonempty, either p and q have a common primitive root / or there exist ue A+ 

such that the primitive root of p is zu, the primitive root of q is uz and zu # uz. 
In the former case there exist m, n e N, m 7-= n, such that x = lm and y = ln, i.e., 
(2) is true. In the latter case x = y(zuf = (uzfy for some k e N+. By Lemma 2.2, 
y = (uzfu for some S G N . Then x = (uzf+su and (3) holds since k > 0. The proof 
is now complete. • 

Lemma 3.8. Let z e A+ be an almost unbordered word, I = \[z, and let 
x,y e A*. Then xyz = zyx if and only if at least one (and then just one) of the 
following cases takes place: 

(1) xy = yx = s; 

(2) j~x = Jy = I; 
(3) there exist ue A+ and r, s e N such that uz and zu are primitive x = (zufz, 

y = (uzfu and zu 7-= uz. 

Proof. We apply Lemma 3.5. Then 
1. either xy = yx = s; or 
2. \Jxy = vy* = ' (implying of course that xy = yx), or 
3. there exists ue A+ such that yfxy = zu, yfyx = uz and zw 7-- uz. 

In the first case there is nothing to prove. Consider the second case. Clearly, 
there exist m,neN such that x = lm and y = ln, so (ii) is valid. Finally, assume 
that 3. holds. Then there exists keN+ such that xy = (zuf and yx = (uzf. Since 
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uz 7̂  zu, both x and y are nonempty. We have xyx = (zufx = x(uzf and 
yxy = (uzfy = y(zuf, so by Lemma 2.2, there exist r,seN,r + s = k such that 
x = (zufz and y = (uzfu. Obviously (3) is satisfied, so we are done. • 

Now, let z,p,q,u,ve A* be words such that z is unbordered and nonempty and 
the equality 

(1) pzq = uzv 

is true. We wish to express u and v by means of z. Three cases arise: 1° |p| = |w|, 
2° |p| > |u|, 3° |p| < |w|. In the first case, it is clear that p = u does not necessarily 
depend at all on z. 

Case 2° |p| > |u|. Let x and y be words such that p = ux and v = yq. Then the 
equality (1) reduces to 

(2) xz = zy 

which, by Lemma 3.5, has the solutions x = (zwf, y = (wzf where the parameter 
neN+ and we A* can be chosen freely so that wz is primitive, the choice w = e 
being quite possible. Recall also that a word is primitive if and only if any 
conjugate of it is primitive. The parameters p,q,u,v of (1) in the case 2° are 
restricted by p = u(zwf, v = (wzfq where n e N + and u,q,w e A* can be chosen 
freely as long as wz is primitive. 

The case 3° |p| < |w| is analogous to 2°, only the roles of p and u (q and v, resp.) 
are interchanged. Thus u = p(zwf, q = (wzfv where n e N+ and p,v,w e A* can 
be freely chosen so that wz is primitive. 

Assume now that (1) holds. Let t e A* be a word such that 

(3) ptq = utv 

is true. WTiat can we say about tl In the case 1° |p| = |w| again not necessarily 
much. In the case 2° |p| > |w| and 3° |p| < |w| we are lead to the equality 

(4) xt = ty 

which, in the case 2°, allows us to deduce that 

(5) (zwft = t(wzf 

where n e N+ and w e A* is such that zw is primitive. By Lemma 2.2, t = (zw)mz, 
where me N. We have established the following result: 

Theorem 3.9. Let z,u,v,p,qe A* be words such that z ^ e is unbordered and 
pzq = uzv holds. Assume furthermore that t e A*. Then utv = ptq if and only if 
at least one (and then just one) of the following conditions takes place: 

(1) M = IPI; 
(2) p = u(zw)n (|p| > |«|), t = (zw)mz, and v = (wzfq where m e N, n e N+ and 

u, q, w e A* are such that zw is primitive; 
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(3) u = p(zw)n (\p\ < \u\), t = (zw)mz, and q = (wz)nv where meN,neN+ and 
u,q,w e A* are such that zw is primitive. 

Let z, u, v, w e A* be words such that z ^ e is unbordered and the equation 

(6) uvz = zvw 

is true. We wish to describe u, v, w similarly as in the preceding theorem. We will 
use Lemma 3.5, which leads to three cases: 1° uv = vw = e, 2° yjuv = \Jvw = /, 
3° there exists p e A+ such that yjuv = zp, yjvw = pz and zp # pz. 

The first case immediately gives u = v = w = e. 
The case 2° may be further divided. If u = w = e we obtain yjv = z. If 

u ?- e 7-= w then uv = vw and, according to Lemma 2.2, there exist words 
tut2 e A*, t2 7-= e such that u = (t{t2)

s, w = (t2t{)
s, v = (t{t2)

rt{, s > 1, r > 0 and 
tit2 (*2*i) 1s primitive. If tx ^ e then, since t{ is both prefix and suffix of uv = vw 
and z is unbordered, yjt{ = z. Then yjt2 = z also, and we obtain a contradiction 
with txt2 being primitive. Thus t{ = e and t2 = z. Hence yju = yjw = z, which 
means, by length argument, that u = w and either v = e or yjv = z. 

In the case 3°, there exists m > 1 such that uv = (zp)m and vw = (pz)m. If 
|w| = |z| (= |w|) then u = w = z and v may be arbitrary word from A*. If \u\ < \z\ 
then z = wz' = z"w, where z' is a suffix of z and z" is a prefix of z, z' ^ e # z". 
Hence wvz"w = wz'uw, vz" = z'v and z', z" are conjugate, a contradiction. If 
|w| > |z| then u = zu', w = w'z and zw'vz = zvw'z. Thus u'v = vw' and according 
to Lemma 2.2 there exist p, q e A*, p ^ e such that u' = pq, w' = qp and 
v = p(qpf for some n > 0, 

We have established the following result: 

Theorem 3.10. Let z, u, v, w e A* be words such that z ^ e is unbordered. Then 
uvz = zvw if and only if at least one (and then just one) of the following conditions 
takes place: 

(1) u = w = zm, v = zn,m,n > 0; 
(2) u = w = z,yjv ?- z; 
(3) there exist p,qe A*, p ^ e, such that ^Jpq ̂  z and u = zp̂ f, w = qpz, 

v = p(qp)n,n > 0 . 

4. Basic facts about separated pairs of words 

An ordered pair (u,v) of words u,veA* is called overlapping if there exist 
words xe A+ and y,z e A*, yz ^ e, such that u = yx and v = xz. The pair (u, v) 
is separated (or non-overlapping) if it is not overlapping. A separated pair of words 
can be characterized in several ways: 
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Lemma 4.1. Let w, v e A*. The following conditions are equivalent for the 
ordered pair of words (w, v): 

(i) the pair (w, v) is separated. 
(ii) if r,s e A* and t e A+ are such that u = rt and v = ts, then r = s = e 

(and hence u = v). 
(iii) if p,qEA* are such that up = qv, then either \u\ < \q\ and \v\ < \p\ or 

p = q = 6 (and hence u = v). 

Proof. Suppose that (w, v) is overlapping. Then u = yx and v = xz for some 
x E A+ and y,z E A* such that yz ^ e. Certainly (ii) does not hold. Now wz = yv 
and either |w| > \y\ or \v\ > \z\ (since yz is nonempty), so (iii) is not true either. On 
the other hand, if (ii) is not valid, then (w, v) is certainly overlapping. Suppose 
finally that (iii) is not true. Then up = qv for some p,q E A* such that pq ^ £ and 
either |w| > \q\ or \v\ > \p\. Assume, without loss of generality, that |w| > \q\. 
Certainly u = qx and v = xp for some nonempty word x, implying (since pq ^ e) 
that the pair (w, v) is overlapping. • 

From Lemma 3.2, for any word w e A*, the pair (w, w) is overlapping if and only 
if w is bordered. As well, the pairs (e, w) and (w, e) are separated for each w e A*. 

An ordered pair (w, v) of words U,VE A* will be called left (right, resp.) strongly 
separated if it is separated and either w (resp. v) is not a factor of v (resp. w) or 
w = v or w = e (v = e, resp.). The pair will be called stronlgy separated if it is 
both left and right strongly separated. 

The above definitions imply straightforwardly: 

Lemma 4.2. The following conditions are equivalent for each word u e A*: 
(i) the pair (w, w) is separated; 

(ii) the pair (w, w) is left strongly separated; 
(iii) the pair (w, w) is right strongly separated; 
(iv) the pair (w, w) is strongly separated; 
(v) the word u is unbordered. 

Certainly the pairs (e, w) and (w,e) are strongly separated for each word w e A*. 
Also the following lemma is easily verified. 

Lemma 4.3. Let u,v e A* be distinct words of equal length, i.e., words such that 
u ^ v and \u\ = \v\. Then the following conditions are equivalent: 

(i) the pair (w, v) is separated; 
(ii) the pair (w, v) is left strongly separated; 

(iii) the pair (w, v) is right strongly separated; and 
(iv) the pair (w, v) is strongly separated. 

Lemma 4.4. Let u,ve A* be such that u 7-= v. Then the following conditions are 
equivalent: 

(i) the pairs (w, v)9 (v, w) are left strongly separated; 
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(ii) the pairs (u, v), (v, u) are right strongly separated; 
(iii) the pairs (u, v), (v, u) are strongly separated; 
(iv) for each w e A*, if both u and v are factors ofw, then \u\ + \v\ < \w\. 

Proof. It is easy to see that (i), (ii) and (iii) are pairwise equivalent. The lemma 
is certainly true if either u = e or v = s, so assume that both u and v are nonempty. 

Let us show that (iii) implies (iv). Let w,p,q,y,z e A* be words such that 
w = puq = yvz. Since (u, v) is strongly separated, u 7-= v and u, v are nonempty, 
the above occurrences of u and v in w have to be totally separate. This means that 
either |p| > \yv\ or |Z| > \uq\. In both cases, |w| + \v\ < \w\ and (iv) is true. 

We prove finally that (iv) implies (iii). Surely neither u is a sub word of v nor 
vice versa. Let p,qe A* be such thhat up = qv. By our assumption, 
\up\ = \qv\ > \u\ + \v\. Certainly, \p\ > \v\ and |q| > \u\. By Lemma 4.1 (iii), the 
pair (u, v) is separated. Thus (u, v) is strongly separated. • 

Lemma 4.5. Let (u, v) e A* x A* be a separated pair of words such that u 7-= v. 
Then there do not exist nonempty conjugate words x and y such that x is a suffix 
of u and y is a prefix of v. 

Proof. Assume, on the contrary, that u = px and v = yq for some nonempty 
conjugate words x and y. By Lemma 2.2, there exist words Z and w such that 
x = zw, y = wz,u = pzw and y = wzq. This is a contradiction. • 

Corollary 4.6. Let (u, v) e A* x A* be a separated pair of words such that 
u 7̂  v. Then, for p,q,x,ye A*, the equalities u = pxy and v = yxq hold if and 
only if u = p, v = q and x = y = s. 

Proof. The direct implication is true by the previous lemma. The reverse 
implication is clear. • 

Lemma 4.7. Let (u, v) e A* x A* be a separated pair of words such that u ^ v. 
If x,y,ze A* then uzx = yzv if and only if at least one (and then just one) of the 
following conditions takes place: 

(1) x = v and y = u; 
(2) x = tmv, y = utm, z = f, t ^ s, m,n e N, r > 0; 
(3) x = (pq)rv, y = u(qp)r, z = (qp)sq,r,se N, r > 0, q ^ e 7-= p. 

Proof. We will prove first that u is a prefix of y and v is a suffix of x. Assume 
that the claim does not hold, and, without loss of generality, that u = yd where 
d e A + . Certainly, |d| < |Z|, otherwise (u, v) is not separated. Then Z = dt for some 
t e A* and dtx = tv. Obviously, there exists pe A* such that dt = tp. We note 
that d and p are conjugate (and nonempty) and v = px. Since u = yd we get 
a contradiction with Lemma 4.5. 

Now, there exist x', y' e A* such that x = x'v and y = uy'. Hence 
uzx'v = uy'zv and Zx' = y'z. Either x' = y' = e, which leads to case (1) or, 
according to Lemma 2.2 there exist words tx,t2eA*, t2 ^ s, such that txt2 is 
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primitive, and numbers r,seN, r > 0, satisfying / = (txt2)
r, x' = (t2tx)

r and 
z = (txt2)

stx. If t{ = e then x' = / and case (2) takes place. If tx ^ s, then case 
(3) takes place. • 

Lemma 4.8. Let (u, v) e A* x A* be a separated pair of words such that u ^ v. 
Then xuy 7-= yvxfor all x,ye A*. 

Proof. Assume, contrary wise, that there exist words x,y e A* for which 
xuy = yvx. If |x| = \y\, then x = y and u = v, a contradiction. Assume, without 
loss of generality, that |x| > \y\. Then there exist nonempty words p and q such 
that x = yq = py. Now, by Lemma 2.2, there exist words tx, t2 e A*, t2 ^ e, such 
that txt2 is a primitive word, and numbers m,neN,m>0, satisfying p = (txt2)

m, 
q = (t2tx)

m and y = (txt2)
ntx. Obviously, xuy = yvx implies (txt2)

m+ntxu(tlt2)
ntx = 

= (txt2)
ntxv(txt2)

m+ntx. Then (txt2)
mu = v(txt2)

m meaning that u and v are conjugate. 
Since (distinct) conjugate words cannot form a separated pair, we have a contra­
diction. • 

Lemma 4.9. Let (u, v)e A* x A* be a separated pair of words such that u # v. 
Then uxy 7-= yxv for all x,ye A*. 

Proof. Let, on the contrary, uxy = yxv. According to Lemma 4.7, u is a prefix of 
y and v is a suffix of y. Thus y = uy'v, since the pair (u, v) is separated. But then 
uxuy'v = uy'vxv and xuy' = y'vx, which is a contradiction with Lemma 4.8. • 

Theorem 4.10. Let u,ve A*, u 7-= v, be words such that pairs (u, v) and (v, u) are 
separated. Assume furthermore that d,t,x,y e A* are words for which the equality 

(7) dut = xvy 

is true. Then dwt ^ xwyfor each w e A*. 

Proof. Assume, countratywise, that w e A* is such that dwt = xwy. Since u ^ v, 
both (u, v) and (v, u) are separated, and (7) holds, the exposed occurrences of u in dut 
and v in xvy have to be totally separated. This implies that either \d\ > \xv\ or 
|x| > \du\. Assume, without loss of generality, that \d\ > \xv\. Let yx e A* be such 
that d = xvyx. The equality (7) implies that y = yxut. Now dwt = xwy allows us 
to deduce that vyxw = wyxu. Since (v,u) is separated and u ^ v, the word w must 
be of the form w = vpu, where p e A*. Substituting vpu for w in vyxw = wyxu gives 
yxvp = puyx. This is a contradiction with Lemma 4.8. • 

5. Separating sets of words 

A set Z = A* is called separating (strongly separating) if all ordered pairs from 
Z x Z are separated (strongly separated, resp.). The definition of a strongly (left 
or right) separated pair of words implies straightforwardly: 
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Lemma 5.1. Let Z c A*. Then 
(i) the set is strongly separating if and only if every pair in Z x Z is left 

strongly separated; 
(ii) the set Z is strongly separating if and only if every pair in Z x Z is right 

strongly separated; 
(iii) if Z is a separating set, then every word from Z is unbordered; 
(iv) if Z is a separating set (strongly separating set, resp.)y then Z u {s} is 

a separating set (strongly separating set, resp.). 

Applying Axiom of Choice (i.e., Zorn Lemma) we see that each separating 
(strongly separating, resp.) set is contained in a maximal separating (strongly 
separating, resp.) set. This can be seen for instance as follows. Consider a separa­
ting set Z c A*. Let Z0 = Z and 

U0= {we A*\Z0 | V z G Z0 : (z, w) and (w,z) are separated}. 

Let k e N and assume that Zk and Uk are given. Let wk e Uk be the minimal 
element with respect to lexicographical order (assuming that A is well ordered). 
Let Zk+l = Zku {wk} and 

Uk+i = {we A*\Zk+l | V z e Zk+l: (z,w) and (w,z) are separated}. 

Obviously, limn^00Zn is a maximal separating set. 
A (strongly) separating set Z will be called almost maximal if Z u {e} is 

maximal (see Lemma 5.1 (iv)). 

Example 5.2. 
(i) The empty set 0 and the one-element set {e} are strongly separating, 

(ii) The set A of variables is an almost maximal strongly separating set. 

Example 5.3. 
(i) If A = 0, then 0 and {e} are the only separating sets and they are strongly 

separating, 
(ii) Let A = {a} be a one-element set. Then the sets 0, {am}, {am,e},m > 0, are 

the only separating sets and all these sets are strongly separating, 
(iii) Let A = {a,b} be a two-element set. Then the sets {ab},{a,b}, {c?(ba)lb2, 

a2(ba)mb | 0 < i < m} > 1, {a2(ba)'b2 \i > 0} are almost maximal strongly 
separating sets. 

6. Reduced and meagre words 

Let us now consider the (number of) occurrences of one word in another. 
For all w,zeA*, let Tr (w,z) = {(u,z,v) \ u, ve A*, w = uzv} and tr(w,z) = 
= |Tr(w,z)|. 
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Let w,zeA* Certainly if |w| < |z|, then Tr (w,z) = 0 and tr (w,z) = 0. On the 
other hand, if |w| > |z|, then Tr (w,z) may be nonempty; the upper bound 
tr(w,z) < \w\ — |z| + 1 is easily verified. As a special case tr(w,e) = |w| + 1. 

We generalize the functions Tr and tr as follows. For any w e A* and any set 
S _= A* of words, let Tr (w,S) = (J^sTr (w,z) and tr (w,S) = £zeStr (w,z). 

A word w is S-reduced iftr(w,S) = 0 and S-meagre if tr (w,S) < 1. When S is 
clear we use the terms reduced and meagre, respectively. Certainly, if S = 0, then 
every word is reduced. Contrarywise, when s e S, then no word is reduced and s is 
the only meagre word. On the other hand, if S = A, then e is the only reduced 
word and A u {e} is the set of all meagre words. 

Assume now that Z ^ A+ is strongly separating. Clearly, each word in Z is 
Z-meagre; for each zeZ, the total number of occurrences of the words from Z in 
z is one. 

Lemma 6.1. Let p,q,x,ye A* and z{,z2 e Z be words such that pzxq = xz2y. 
If p and x (q and y, resp.) are reduced, then p = x, q = y and z{ = z2. 

Proof. Assume without loss of generality that p and x are reduced. We first 
show that p = x. Assume, contrarywise, that |p| > |x|, the case |p| < |x| being 
shown in a similar manner. Now, since Z is strongly separating, p = xz2w for 
some word w. This contradicts the fact that p is reduced. Thus we deduce that 
p = x. Again, since Z is strongly separating, the words zt and z2 are equal. This 
finally implies that q = y and we are done. • 

Lemma 6.2. Let p, q,x,ye A* and zeZ be words such that x and y are 
reduced and xy = pzq. Then there are words u,ve A+ such that x = pu, y = vq 
and z = uv. Moreover, both p and q are reduced and \z\ > 2. 

Proof. If |x| < |p|, then p = xt for some t e A*, and so y = tzq. Obviously, y is 
not reduced, a contradiction. Assume thus that \p\ < |x|, so x = pu, where u is 
a nonempty word. Analogously, we may show that y = vq for some word v ^ s. 
Certainly z = uv and since u and v are nonempty, the length of z is at least two. 
As a factor of x (y, resp.) the word p (q, resp.) is reduced. • 

Suppose that the words u and v are reduced and uv is not. Then there exists 
exactly one word zeZ such that z = xy for some nonempty suffix x of u and 
nonempty prefix y of v Since Z is strongly separating, the words z,x and y are 
uniquely determined. 

Lemma 6.3. Let w e A*. There exist meN, reduced words XQ, xh..., xme A* 
and zx,z2,..., zmeZ such that w = XQZXXXZ2X2... zmxm. 

Proof. We proceed by induction on |w|. The result is clear for reduced or meagre 
w, so the basic step of the induction is easily verified. In the general case the 
remark preceding this lemma is applied. • 
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Proposition 6.4. Let Z _l A+ be a strongly separating set. For each weW 
there exist uniquely determined meN, reduced x0,xb..., xme A* and 
zbz2,..., zme Z such that w = XoZ1x1z2x2... zmxm. Moreover, 

Tr(w,Z) = [(xo,zhx{z2x2... zmxm),(xoZ{xhz2,x2z3x3... zmxm), 
... (XQZ^I... zw_1xw_bzm, xm)j 

and tr (w, Z) = m. 

Proof The existence of the decomposition is shown in Lemma 6.3. The 
uniqueness follows from Lemma 6.2 by induction on \w\. • 

7. The replacement relation 

We wish to study certain types of string rewriting (or reduction) systems, in 
particular those, where the production rules are such that the words x on the left 
hand side of the rules x -• y form a (strongly) separating set. For the sake of 
completeness we start the considerations from the very beginning, binary relations 
on the free monoid A*. 

Call a binary relation a on A* stable, if (x,y) e a implies (uxv.uyv) e a for all 
u,ve A*. 

For each z.teA* let Qzt be the binary relation on A* defined by Qzt = 
= {(uzv.utv) \u9ve A*} Let ku be the reflexive closure of QZX, ku = Qzt U id^*. 
Obviously Qzt is the stable closure of the one element relation (z, t) and kz%l is the 
reflexive stable closure of (z, t). 

Let Z _\ A* and \//: Z -> A* be a function. Define the relation QZ^ by 
Qz,ip = \JzezQz,+(zy Let kz# be the reflexive closure of QZlj/. Certainly, both QZlj/ and 
kz# are stable. 

Recall that a binary relation £ over a set X is irreflexive if (x, x) £ ^ for all 
x e X. Again, one easily sees that the relation QZIJ/ is irreflexive if and only if 
\j/(z) ^ z for each zeZ. 

Lemma 7.1. Let Z _l A* and let \j/ :Z -> A* be a function. Then 
(i) |{xe A* | (w,x) E ez,^}| < tr(w,Z); 

(ii) |{xG^*|(w,x)eA z >}|<tr(w,Z)+ 1. 

Proof The definition above and the definition of tr(w,Z) imply the claims 
straightforwardly. • 

The result below is also a consequence of the preceding definitions. 

Lemma 7.2. Let Z c A* and let \j/ : Z -• A* be a function. For each w e A*, 
the following conditions are equivalent. 

(i) w is Z-reduced 
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(ii) for each x e A*, (w, x) is not in QZ^; 
(iii) for each y e A*, (w, y) e kz$ implies y = w. 

Recall that a binary relation ^ relation over a set X is antisymmetric if the 
condition (x,y), (y,x)e( implies x = y for each x,yeX. 

Lemma 7.3. Let Z _= A* and let xjj: Z -• A* be a function. The following 
conditions are equivalent. 

(i) Qz,4t is antisymmetric; 
(ii) kz^ is antisymmetric; 

(iii) \l/(zx) = zx and ij/(z2) = z2 whenever x,y,weA* and zx,z2eZ are such 
that xzxy = i//(z2)w and x\l/(zx)y = z2w. 

Proof. Certainly (i) and (ii) are equivalent. Assume that QZlj/ is antisymmetric 
and let x,y,we A* and zb z2 e Z be such that xzxy = if/ (z2) w and xij/ (zx) y = z2w. 
Surely, (xzxy,x^/(zx)y),(z2w,\j/(z2)w)e QZ^. Since QZ^ is antisymmetric, we have 
xzxy = x\j/(zx)y and z2w = ij/ (z2) w implying that \//(zx) = zx and ^(z2) = z2. Thus 
(i) => (iii). 

Assume that (iii) holds. Let u, v e A* be such that (u, v) and (v, u) are both in QZ^. 
Then there exist x,y,x',y' e A* and zx,z2eZ such that u = xzxy, v = x\j/(zx)y, 
v = x'z2y' and u = x'\j/(z2)y'. Suppose that |x'| > |x|, the case |x'| < |x| being 
treated in a similar way. There exists pe A* such that x' = xp. Then 
pz2y' = \j/(zx)y and zxy = p\//(z2)y', so by (iii), \//(zx) = z{ and ^(z2) = z2 im­
plying that u = v. • 

Let X,Y ^ A* and let f: X -> Y be a function. Then / is length-increasing 
(strictly length-increasing, resp.) if |x| < |/(x)| (|x| < |/(x)|, resp.) for each xeX. 
The function / is length-decreasing {strictly length-decreasing, resp.) if 
|x| > |/(x)|(|x| > |/(x)|, resp.) for each xeX. 

Let us state some simple results concerning strictly length-increasing (strictly 
length-descreasing, resp.) functions i// and relations QZlj, and kz^. 

Lemma 7.4. Let Z ^ A* and let \j/: Z -• A* be a strictly length-increasing 
(strictly length-decreasing, resp.) function. Then 

(i) Q is irreflexive and antisymmetric. 
(ii) k is reflexive and antisymmetric. 

(iii) |x| < |w|(|x| > \w\, resp.) for each (x,w)e QZilj/. 
(iv) |x| < |w|(|x| > |w|, resp.) for each (x,w)e kZli/. 

A word w e A* is almost ((Z, \//) —) reduced if x = w whenever (w, x) e QZ^. The 
following lemma is a direct consequence of the definition. 

Lemma 7.5. Let Z s= A* and let ij/ : Z -• A* be a function. Then 
(i) a word w e A* is almost reduced if and only if ij/ (z) = zfor all z e Z such 

that z is a factor of w; 
(ii) if ij/(z) ^ zfor all z e Z, then each almost reduced word is reduced. 
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We now turn our attention to strongly separating sets. 

Lemma 7.6. Let Z .= A+ be a strongly separating set and let \\i: Z -* A* be 
a function. Then for each (u, v) e QZ^ 

(i) tr(w,Z) < tr(v,Z) 4- 1; 
(ii) if v is reduced, then u is meagre; 

(iii) if either \\j/(z)\ < 2 or \j/(z) is reduced for every zeZ, then tr(v,Z) < 
< tr (u,Z) + 1; 

(iv) if\i//(z)\ < I for every zeZ, then tr(v,Z) < tr(u,Z). 

Proof. Let (u, v) e QZylj/. Then there exist x,y e A* and zeZ such that u = xzy 
and v = x\\i(z)y. Clearly, z is the only word in Z that exists in u and possibly 
does not exist in v. By Proposition 6.4, the claim (i) is true as well as (ii). Consider 
(iii) and assume that either \\j/(z')\ < 2 or i/t(z') is reduced for every z' eZ. 
If iff (z) is reduced, then u is meagre by the preceding case. If, on the other hand, 
\ij/(z)\ --- 2, then the substitution of \j/(z) for z in u produces to v at most two new 
occurrences of words from Z. Since in the substitution one occurrence of 
z vanishes, the claim tr(v,Z) < tr(w, Z) -f- 1 holds. Using an analogous reasoning, 
(iv) is true. • 

Lemma 7.7. Let Z .= A* be a strongly separating set and let \\i: Z -* A* be 
a function. Assume furthermore that p,q,x,ye A* and zeZ are words such that 
pzq = xzy and p\j/(z)q ^ x\j/(z)y. Then 

(i) (pzq, pij/ (z) q), (xzy, x\j/ (z) y) e QZMZ); 

(ii) there exists w e A* such that (pij/ (z) q, w) and (xij/ (z) y, w) are both in Qz^z); 
(iii) if we A* is such that (pij/(z)q,w) and (x\//(z)y, w) are both in Qz^(zy then 

w ^ p\J/ (z) q and w ^ xxj/ (z) y. 

Proof. Recall the definition: QZ^Z) = {(xzy,x^/(z)y)} \x,ye A*}. Trivially, (i) is 
true. Since \jj(z) ^ z (otherwise pi// (z) q = pzq = xzy = x\\i (z) y, a contradiction), 
(iii) is true as well. 

Consider (ii). Since (pzq, p\j/ (z) q) and (xzy, x\j/ (z) y) are in Qz^z), p^(z)q ^ 
7-- x\j/ (z) y, and Z is strongly separating, the word pzq = xzy is necessarily of the 
form yizy2zy3 for some words yi,y2,y3 e A*, where 

{p\j/(z)q,x\l/(z)y} = {y\\l/(z)y2zy3,y\zy2\l/(z)y3}. 

Then, choosing w = y\il/(z)y2\l/(z)y3, it is clear that (ii) holds. • 

Lemma 7.8. Let Z ^ A+ be a strongly separating set and let \j/ : Z -> A* be 
a function. Assume furthermore that p, q,x,y e A* and z{, z2 eZ,zx ?- Z2> ^re such 
that pzxq = xz2y. Then 

(i) (pzxq, pij/ (z\) q) e Qzu+{zi), (xz2y, x\j/ (z2) y) e QzlMz2); 
(ii) there exists w e A* such that (p\j/(z\)q,w)e QZ2^Z2) and (x\j/(z2)y,w)e 
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(iii) if w e A* is such that (pi// (zx) q, w) is in QZ2^(Z2) and (xi// (z2) y, w) is in QZulj,(Zl), 
then il/(zi) ^ Zi implies that w ^ x\j/(z2)y and \//(z2) ^ z2 implies that 
w ^ pi//(z{)q. 

Proof. The proof is quite analogous to that of 7.7. • 

Propositin 7.9. Let Z ^ A* be a strongly separating set and let \j/ : Z -• A* be 
a function. Let furthermore n,D,we A* and zhz2e Z be such that (w, u) e QZul/,(Zl), 
(w, v) e QZ2tlp(Z2) and either 1° u ^ v and zx = z2 or 2° zx and z2 are both nonempty 
and zx ^ z2. Then there exists w' e A* such that (u, w') e QZ2^{Z2) and (v, w') e Qzul\,{Zly 
Moreover, if i//(zx) ^ zx (i//(z2) T-= z^ resp.) or zx = z^ then w' ^ v (wf ^ u, 
resp.). 

Proof. There are p,q,x,ye A* such that w = pzxq = xz2y, u = p\l/(zx)q and 
v = x\//(z2)y. If zx = z2, then Lemma 7.7 applies. If zx ^ z2, then Lemma 7.8 can 
be used. • 

Remark 7.10. Firstly, notice that Proposition 7.9 follows from Proposition 6.4 
in a quite comfortable way. Then, observe that Lemma 7.8 remains true for zx = 8, 
zx # z2 or z2 = e, zx 7-= z2, provided that either Z £ A u {e}or ^(E) = s (so that 
Proposition 7.9 is true as well in this case). 

Proposition 7.11. Let Z ^ A* be a strongly separating set and let \j/ : Z -• A* 
be a function. Assume that either 1° e$ Z or 2° Z _= A u {s} or 3° ee Z and 
\l/(s) = e. Then 

(i) if w, t>, w e A* are such that (w, u) e QZ^ (W, V) e QZ^ and u # v, then there 
exists x e A* such that (u, x) e QZli/ and (v, x) e Qzf, 

(ii) the relation Xz$ is upwards confluent (i.e., if (w,w)e kz$ and (w, v)ekz^ 
then (w, x) e QZ^ and (v, x) e QZIJ, for some x e A*). 

Proof. Use Proposition 7.9 (and Remark 7.10). • 

Example 7.12. Assume that {a,b} _= A, put Z = {e,a2b2} (clearly, Z is a strong­
ly separating set), \j/ (e) = ba, ij/ (a2b2) = b. Then (a2b2, a2bab2) e QEtba and (a2b2, b) e 
£Qa2b\b' On the other hand, {x | (a2bab2, x) e Qa*bitb} = 0 and {y | (b, y) e QeM} = 
= {bab,b2a}. Consequently, neither Lemma 7.8 nor Proposition 7.9 remain true in 
this case. 

8. When tr(w) = \{x \(w9x)eg}\ 

In this section, let Z be a strongly separating set of words with £ $ Z and let 
\\i\Z-*A*. For every we A*, put (ts(w) = ) ts(w,Z,i/f) = \{xe A* | (w,x)e 
e Qz^}V Of course (use Lemma 7.1 (i)), we have ts(w) < tr(w). 

Proposition 8.1. The following conditions are equivalent: 
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(i) ts(w) = tr(w)for every w e A*. 
(ii) |{x| (w,x)e X}\ = tr(w) + I for every w e A*. 

(iii) \\t (Z) 7- e for all zeZ and if zu z2e Z and p,qe A*, then either \j/ (z{) ^ 
7- zxpqor\j/(z2) 7- qpz2. 

Proof, (i) implies (iii). Assume, on the contrary, that î (Zi) = zxpq and ^(Z2) = 
qpz2. If w = ZiPZ2, then tr(w) = tr(p) + 2 and ts(w) < ts(p) + 1 < tr(w). 

(iii) implies (i). Let, on the contrary, we A* be such that ts(w) < tr(w). 
According to Proposition 6.4, w = r^zxrxz2r2... Zmrw, m > 0, Z,eZ, r, reduced. 
Now, tr(w) = m, and hence m>2 and there are 1 < i <j < m such that 
iA(z/)wiZ,- = Z,Wi^(Z;), where w{ = rizi+lri+l... Z,_i0_i. If Z, = z,- = z then 
i/̂ (Z)w!Z = Zw^(Z) and according to Lema 3.8 either \j/(z) = zr or there exist 
ue A+ and seM such that \j/(z) = (zufz both cases leading to contradiction. Thus 
Z, 5-- Zj- and, according to Lemma 4.7, either i/t(Z,) = Z, and t/f(Z,) = z} or 
^(Z,) = zfl and i/t(Z;) = pZ,, p ^ e or i/t(Z,) = Z^ and \j/(zj) = qpzp p ^ 8 ^ q, 
all cases leading to contradiction. 

(ii) implies (i). Use Lemma 7.1. 
(i) and (iii) implies (ii). By (iii), \j/(z) ^ z for every Z e Z. Now, (ii) follows 

from (i). • 

Proposition 8.2. The equivalent conditions of Proposition 8.1 follow from each 
of the following three conditions: 

(1) \j/(z) # Z,£ and \il/(z)\ < \z\for every z e Z; 
(2) \j/(z) ^ £ and ij/ (z) is reduced for every z e Z; 
(3) \j/(z) ^ Z, ZxZ,£ for all zeZ, xeA* and if zuz2eZ are such that 

\l/(z{) 7* ^fa), then the pair (\l/(zl),\j/(z2)) is separated. 

Proof. The result is clear when (1) or (2) is true. Now, let (3) be true and let 
î (Zi) = zxpq and \j/(z2) = qpz2. If *A(Zi) 9-= *A(Z2/S then the pair (il/(zl),ij/(z2)) is 
separated, and therefore p = ^ = q and i//(zx) = zu a contradiction. Thus 
î (Zi) = \//(z2) and we get zx = z2 = z by Lemma 4.9. That is, zpq = \//(z) = qpz 
and the rest follows from Lemma 3.8. • 

9. When the replacement relation is antitransitive — first observations 

In this section, let Z be a strongly separating set of words such that ^ $ Z and 
let \\f : Z -• A* be a function such that i/t (Z) # Z for every zeZ. Denote Q = QZ^. 
Obviously, the relation Q is irreflexive. 

Recall that a binary relation t; over a set X is {strictly 2-) antitransitive if for 
all x,y,zeX the condition (x,y),(y,z) e £ implies (x,z)^^. Equivalently, £, is 
(strictly 2-) antitransitive if for all x, y, z e X the condition (x, y), (x, z)e £ implies 
(y, z) $ £. Surely, an antitransitive relation has to be irreflexive. 
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Proposition 9.1. The relation Q is antitransitive if and only if the following 
condition is satisfied. 

(1) For all zx,z2eZ and w e A* such that zxw\j/(z2) 7-= \j/(zx)wz2 we have 
(zxw\j/ (z2), \\i (zx) wz2) $ Q and (xjj (zx) wz2, zxw\\i (z2)) $ Q. 

Proof. Denote u = zxw\j/(z2) and v = \j/(zx)wz2. Assume that Q is antitransitive. 
Let zx,z2eZ and we A* be such that zxw\j/(z2) # \l/(zx)wz2. Denote t = zxwz2. 
Obviously, (t,u) = (zxwz2,zxw\l/(z2)) and (t,v) = (zxwz2,\j/(zx)wz2) are both in Q. 
Since Q is antitransitive, neither (u, v) nor (v, u) is in Q. 

Assume that Q satisfies the condition (1). Let (p, u!) and (p, v') be in Q. If u' = v', 
then (u', v') = (v', u') is not in Q since Q is irreflexive. Suppose that u' 7-- v'. Since 
(p, u'), (p, v') e Q, there exist zx, z2e Z and x', x", y', y" e A* such that p = x'zxy' = 
= x"z2y", u' = x"\j/(z2)y" and v' = x'\l/(zx)y'. Since Z is strongly separating and 
e $ Z, the exposed occurrences of the words zx and z2 in p are totally separated. 
Assume, without loss of generality, that the exposed occurrence of z2 in p is 
a factor of y'. Then there exist w,y e A* such that y' = wz2y. Denote x = x', so 
p = xzxwz2y, u' = xzxw{j/(z2)y and v' = x\//(zx)wz2y. If (u',v')e Q((v',u')e Q, 
resp.), then also (u, v) e Q ((V, U) e Q, resp.), a contradiction with the condition (1) 
occurs. Thus Q is anitransitive. • 

Lemma 9.2. Let zeZ and w e A*. Then zw\j/(z) ^ \j/(z)wz if and only if at 
least one of the following three cases takes place: 

(1) \//(z) = e and w # zn for every n e N; 
(2) \l/(z) 7- e and \j/(z) ^ (zu)m • z for all ue A* and me N+; 
(3) \j/ (z) = (zu)m • z where ue A* and meN+ and w # (uz)n • ufor each ne N. 

Proof. It is straightforward to see that if neither (1) nor (2) nor (3) is true, then 
zwxl/ (z) = i// (z) wz. On the other hand, by applying Lemma 2.1 and Lemma 3.8 we 
see that if (1) or (2) or (3) is valid, then zwi//(z) ^ \j/(z)wz. • 

Corollary 9.3. Let zeZ be such that \j/(z) is reduced and let me A*. Then 
zm\\i(z) ^ \l/(z)mz if and only if either 1° \j/(z) ^ e or 2° \j/(z) = e and m 7- zn for 
each ne N. 

Lemma 9.4. Let zx,z2 eZ,zx ^ z^ and let w e A*. Then zxw^/(z2) 7-= ij/(zx)wz2 

if and only if at least one of the following three cases is satisfied: 
(1) there exist u,ve A*, uv 7-= e such that i//(zx) = zxuv and i//(z2) 7*- vuz2; 
(2) there exist u,ve A*, uv ^ e such that \j/(zx) ^ zxuv and \//(z2) = vuz2; 
(3) there exist u,veA*, uv ^ e such that \j/(zx) = zxuv, ij/(z2) = vuz2 and 

w 7* (uv)n • ufor each n e N; 

Proof. By Lemma 4.7, the equality zxw\j/(z2) = \jj(zx)wz2 is valid if and only if 
there exist words u,veA* and ne N such that i//(zx) = zxuv, ij/(z2) = vuz2, and 
w = (uv)nu. The claim easily follows. • 
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Corollary 9.5. Let zhz2 eZ be such that zx ^ z2 and at least one of the words 
ijs(zx) and ij/(z2) is reduced. Then zxw\j/(z2) 7-= \l/(zx)wz2for each w e A*. 

Corollary 9.6. Let zx,z2eZ be such that zx 7- z2 and either \\j/(zx)\ < \zx\ or 
|iA(z2)| -̂  \zil Then zxwij/(z2) 7- \j/(zx)wz2 for each we A*. 

Proposition 9.7. Assume that for each zeZ, either \i//(z)\ < 1 or \jj(z) is 
reduced. Then the relation Q is antitransitive if and only if (u, v) $ Q and (v, u) $ Q, 
whenever u = zxwij/(z2), v = ^(z^wz^ where zx,z2eZ are such that either 1° 
zx 7-- z2 or 2° zx = z = z2 and ^/(z) 7-= £ or 3° zx = z = z2 and \j/(z) = s and 
w 7̂  zn for each ne N. 

Proof Combine Proposition 9.1 and Lemmas 9.2 and 9.4. • 

Proposition 9.8. Assume that i// is length — decreasing. Then the relation Q is 
antitransitive if and only if (U,V)$Q and (V,U)$Q, whenever u = zxw\j/(z2), 
v = {//(z^wz^ where zx,z2e Z are such that either 1° zx 7-= z2 or 2° zx = z = z2 

and \\i(z) ^ s, or 3° zx = z = z^ \//(z) = s and w ^ zn for each neN. 

Proof. Combine Proposition 9.1 and Lemma 9.2 and Corollary 9.6. • 

Proposition 9.9. Assume that \zx\ + \z2\ — |z3| 7-= \^(zx)\ + \^(zi)\ — \^(z^)\for 
all zx,z2,z3e Z. Then the relation Q is antitransitive. 

Proof. Let, on the contrary, (w,u)eQ, (u,v)eQ and (w,v)eQ. Then pzxq = 
= w = rz3s, p*l/(zx)q = u = xz2y, r\//(z3)s = v = xij/(z2)y. Consequently 
|w| - M = \zx\ - |tfr(z,)|, |w| - \v\ = |z3| - |iA(Z3)l and \u\ - \v\ = \z2\ - \^(z2)\. 
From this, we get |z3| - |^(z3)| = |w| - |v| = |w| — |w| + |u| - \v\ = \zx\ — 
- \^(zx)\ + \z2\ - |*(z2)| and \zx\ + \z2\ - |z3| = \xjj(zx)\ + |^(z2)| - |*(z3)|, 
a contradiction. • 

Corollary 9.10. If \z\ — \\j/(z)\ is odd for every zeZ, then the relation Q is 
antitransitive. 

Remark 9.11. 
(i) The relation X = Xz^ is antisymmetric (i.e., u = v, whenever (u, v)e X and 

(v, u) e X) iff Q is (strictly) antisymmetric, 
(ii) The relation X is almost antitransitive (i.e. (w, v) $ X, whenever (w, u) e X and 

(u, v)e X and v 7*- w ^ u ?- v) iff Q is antitransitive. 
(iii) The relation X is antitransitive (i.e. (w, v) 4 X, whenever (w, u) e X and 

(u, v)e X and w ^ u ^ v) iff Q is antitransitive and (strictly) antisymmetric. 

Remark 9.12. If Z = {e} and \l/(s) ̂  s, then Q is both antisymmetric and 
antitransitive. 
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