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Abstract. In a recent paper (Diversity in Monoids, Czech. Math. J. 62 (2012), 795–
809), the last two authors introduced and developed the monoid invariant “diversity” and
related properties “homogeneity” and “strong homogeneity”. We investigate these prop-
erties within the context of inside factorial monoids, in which the diversity of an element
counts the number of its different almost primary components. Inside factorial monoids
are characterized via diversity and strong homogeneity. A new invariant complementary to
diversity, height, is introduced. These two invariants are connected with the well-known
invariant of elasticity.
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1. Introduction

The Fundamental Theorem of Arithmetic tells us that every natural number dif-

ferent from 1 can be written in a unique manner (up to reindexing) as the product

of different primes each taken to some power. This is, of course, no longer possible

for arbitrary monoids, but under certain assumptions, one can retain some features

of this unique representation. Applying the concept of diversity, developed in [8]

to inside factorial monoids, as introduced in [7], we mimic the “number of different

prime factors” of an element by its diversity. As for the “powers of primes”, we

introduce the concept of height. Both diversity and height are useful complementary

concepts for analyzing inside factorial monoids, which include many interesting non-

factorial monoids: for example, all principal orders of algebraic number fields and,

more generally, Krull monoids with torsion class group. The factorial monoids then

turn out to be the limit case where atomic diversity (Definition 1.3) as well as the

height of the monoid (Definition 4.6) are equal to 1.
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In this paper, all monoids under consideration are commutative and cancellative.

Unless otherwise stated, our monoids will be written multiplicatively with identity

denoted by 1. If M is a monoid, then M× denotes the set of units (or invertible

elements) of M , and we use M• to denote M \ M×. If π ∈ M•, we say that π is

an atom (or an irreducible element) of M if, for all a, b ∈ M with π = ab, we have

a ∈ M× or b ∈ M×. The set of atoms of M will be denoted by A(M), and we

say that M is atomic if every nonunit element of M can be written as a product of

atoms. If S is a nonempty finite subset of M , then by
∏

S we mean the product of

the elements of S. If S is empty, then by
∏

S we mean 1. We use N to denote the

set of positive integers, and N0 to denote the set of nonnegative integers.

If A and B are nonempty subsets of a monoid M , then by AB we mean {ab : a ∈
A, b ∈ B}, and we denote {x}A by xA. A subset I of M is called an ideal of M if

IM = I, and if I is an ideal, we say I is a prime ideal of M if whenever ab ∈ I for

a, b ∈ M , then a ∈ I or b ∈ I.

If I is an ideal of M , we define the radical of I, denoted by
√

I, to be

√
I = {x ∈ M : xn ∈ I for some n ∈ N}.

As is the case with rings, we have
√

IJ =
√

I ∩
√

J for any ideals I and J of M . It

is apparent that q ∈ M is almost primary if and only if
√

qM is a prime ideal of M .

For proofs of the preceding assertions regarding monoid ideals, the reader is referred

to [4].1

Recently, much attention has been paid to factorization theory in (commutative,

cancellative) monoids, and in particular to factorization in integral domains. Al-

though most monoids do not have the property of unique factorization, examples

abound of monoids where each element has some power with a unique representa-

tion: these are the inside factorial monoids introduced by the first author in [7].

Definition 1.1. Let M be a monoid. We say that Q ⊆ M• is a Cale basis for

M if for each x ∈ M the following conditions hold:

(i) There exist u(x) ∈ M×, n(x) ∈ N, and {t(x, q)}q∈Q ∈ NQ
0 with only finitely

many of the t(x, q) nonzero, and

xn(x) = u(x)
∏

q∈Q

qt(x,q).

(ii) For all k ∈ N, if xk = u
∏

q∈Q

qtq = v
∏

q∈Q

qsq for some u, v ∈ M× and tq, sq ∈ NQ
0

with only finitely many of the tq and sq nonzero, then u = v and tq = sq for all

q ∈ Q.

1Note that our concept of an ideal is really that of an s-ideal as defined in [4].
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If there exists a Cale basis of M , we say that M is inside factorial.

If Q is a Cale basis of M , for each x ∈ M• we denote by m(x) the smallest value

of n(x) satisfying (i) above, and we denote by x(q) the uniquely determined t(x, q)

corresponding to m(x). Further, we define the support of x, denoted Supp(x), to be

Supp(x) = {q ∈ Q : x(q) > 0}.
As an example, consider the Hilbert monoid H = 1 + 4N0 = {n ∈ N : n ≡

1 mod(4)} (a multiplicative submonoid of N). We have the following non-unique
factorization of 441 into irreducibles:

441 = 21 · 21 = 9 · 49.

However, squaring 441, we see that

212 · 212 = 92 · 492,

and we can rewrite both sides of the above equation as 32327272. This argument can

be generalized to show that H is an inside factorial monoid, and that {p2 : p ∈ N is

prime and p ≡ 3 mod(4)} is a Cale basis for H . More generally, any Krull monoid

with torsion class group is an inside factorial monoid (cf. [3]).

Closely related to the concept of inside factorial monoids is that of the extraction

degree, as introduced in [5].

Definition 1.2. Let M be a monoid. The function λ : M ×M → [0,∞] defined

by

λ(x, y) = sup
{m

n
: m ∈ N0, n ∈ N, and xm | yn

}

is called the extraction degree on M . If for all x, y ∈ M• there exist m ∈ N0 and

n ∈ N such that xm | yn and λ(x, y) = m
n , then we call M an extraction monoid.

It has been proved that any inside factorial monoid is an extraction monoid (cf. [2]).

If M is a monoid and q ∈ M is a nonunit, we say that q is almost primary if

whenever q | ab for a, b ∈ M , then there exists k ∈ N such that q | ak or q | bk. It

has been shown that if M is inside factorial with Cale basis Q, then every element

of Q is almost primary. In [8], the second and third authors introduced a monoid

invariant (diversity) that generalizes this property of almost primary, as well as two

conditions (homogeneity and strong homogeneity) that lie between almost primary

and primary.

Definition 1.3. Let M be a monoid.

(1) We say that x | S (in M) if x ∈ M , S is a finite subset of M , and if there exists

t ∈ N such that x | (
∏

S)
t
.

(2) We say that x strictly divides S, denoted x ‖ S, if x | S and x ∤ T for all T ( S.
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(3) We define the diversity of x, denoted div(x), to be

div(x) = sup{|S| : S ⊆ M with x ‖ S}.

(4) We define the diversity ofM and the atomic diversity ofM , denoted by div(M)

and diva(M), respectively, by

div(M) = sup
x∈M

div(x), and diva(M) = sup
x∈A(M)

div(x).

(5) We say that x ∈ M• is homogeneous if div(x) = 1 and for all y ∈ M• with

y | {x} we have x | {y}.
(6) We say that x ∈ M• is strongly homogeneous if div(x) = 1 and for all y ∈ M•

and S ⊆ M , with y ‖ S and x ∈ S, we have x | {y}.

Every strongly homogeneous element of M is clearly homogeneous, but not con-

versely (cf. [8, Example 3.7]).

For the sake of completeness, we recall some results and a definition from [8] that

we will put to use.

Proposition 1.4. Let M be a monoid, and let x, y ∈ M . Then:

(1) div(xy) 6 div(x) + div(y).

(2) div(x) = 0 if and only if x ∈ M×.

(3) div(x) = 1 if and only if x is almost primary.

(4) For all n ∈ N, div(x) = div(xn).

Proposition 1.5. Let M be a monoid, and let x ∈ M•. Then x is homogeneous

if and only if
√

xM is a prime ideal that is maximal amongst radicals of proper

principal ideals.

Theorem 1.6. Let M be a monoid and let x ∈ M•. If there exists a set of

strongly homogeneous elements S such that x ‖ S, then div(x) = |S|.

Definition 1.7. Let M be a monoid, let x ∈ M , let q1, q2, . . . , qt ∈ M be almost

primary, and suppose that

x = q1q2 . . . qt.

We say that the above factorization is a reduced factorization of x (into almost

primary elements) if, for all i 6= j,
√

qiM and
√

qjM are incomparable.
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In Section 2 we use the above results to study inside factorial monoids. Along the

way, we prove a useful lemma (dubbed the “Cale exchange lemma”) that character-

izes when we can trade an element q0 in a Cale basis Q for an element a ∈ M• \ Q

and still obtain a Cale basis (Lemma 2.2). We also prove that for an inside factorial

monoid M , every almost primary element of M is strongly homogeneous (Theo-

rem 2.3) and that for all x ∈ M•, div(x) = |Supp(x)| (Theorem 2.4).
In Section 3, we use diversity, strong homogeneity, and the results of Section 2 to

give three characterizations of inside factorial monoids (Theorem 3.2).

In Section 4, we focus on atomic inside factorial monoids. We introduce new

invariants, width and height, of atomic inside factorial monoids, and use these to

find bounds on the elasticity.

In Section 5, we close with three examples illustrating the differences between

width, height, and diversity.

2. Preliminary results

If x is a nonunit element of a monoid M , then any factorization of x into almost

primary elements can be made into a reduced factorization, as shown by the following

proposition.

Proposition 2.1. Let M be a monoid, let x ∈ M•, and let q1, q2, . . . , qt ∈ M be

almost primary. Then:

(1) If x = q1q2 . . . qt, then there exists a reduced factorization q′1q
′
2 . . . q′s of x into

almost primary elements such that for all i there exists a j with qi | q′j .

(2) If div(x) = t and if there exists n ∈ N such that xn = q1q2 . . . qt, then q1q2 . . . qt

is a reduced factorization of xn.

P r o o f. 1. If q1q2 . . . qt is a reduced factorization of x into almost primary

elements, then there is nothing to prove. Otherwise, assume (without loss of gen-

erality) that
√

q1M ⊆ √
q2M . Letting q = q1q2, we see that q is almost primary

(as
√

qM =
√

q1q2M =
√

q1M ∩ √
q2M =

√
q1M is a prime ideal of M). Therefore

x = qq3 . . . qt, and the result follows by induction.

2. Again, suppose (without loss of generality) that
√

q1M ⊆
√

q2M . Letting

q = q1q2, it follows that q is almost primary. This implies that t = div(x) =

div(qq3q4 . . . qt) 6 div(q) + div(q3) + div(q4) + . . . + div(qt) = t− 1, a contradiction.

�

We now begin to apply our results and concepts thus far to inside factorial monoids.

If M is an inside factorial monoid with Cale basis Q, and if S is a finite subset of
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M , then by Supp(S) we mean
⋃

s∈S

Supp(s). Further, we recall that for a monoid M ,

x ∈ M• is almost irreducible if given y ∈ M• with y | x, there exist m, n ∈ N and

u ∈ M× such that ym = uxn.

Lemma 2.2 (Cale Exchange Lemma). Let M be an inside factorial monoid with

Cale basis Q. Pick a ∈ M• \ Q and q0 ∈ Q. Then (Q \ {q0}) ∪ {a} is again a Cale
basis of M if and only if ak = uql

0 for some k, l ∈ N and u ∈ M×.

P r o o f. We set Q′ = (Q \ {q0}) ∪ {a}.
(⇒) If x ∈ M•, we will denote the support of x with respect to Q by SuppQ(x)

and the support of x with respect to Q′ by SuppQ′(x); likewise, we denote by m′(x)

the smallest power of x that has a Cale representation with respect to Q′. Note that

since a ∈ Q′, we have m′(a) = 1.

Assume that q0 /∈ SuppQ(a). Then

am(a) = u(a)
∏

q∈Q

qa(q), hence am′(a)m(a) = u(a)m′(a)
∏

q∈Q′\{a}

qa(q)m′(a)

and a power of am′(a) has two different Cale representations with respect to Q′,

a contradiction. Thus, q0 ∈ SuppQ(a).

Now, since a is in a Cale basis, a is almost primary ([2, Lemma 2]). Looking at

the Cale representation of a with respect to Q, we see that there exists q ∈ SuppQ(a)

with a | qc for some c ∈ N. If q 6= q0, then q
a(q0)
0 divides qcm(a), violating uniqueness

of Cale representation with respect to Q. Therefore SuppQ(a) = {q0}. It follows
that am(a) = u(a)q

a(q0)
0 .

(⇐) Let x ∈ M•. If q0 /∈ Supp(x), then a power of x is an associate of a product

of elements from (Q \ {q0}) ∪ {a}. Otherwise, we have

xm(x) = u(x)q
t(x,q0)
0

∏

q∈Q\{q0}

qt(x,q)

(where t(x, q0) > 0). Raising both sides to the l-th power, we have

xlm(x) = u(x)lu−t(x,q0)akt(x,q0)
∏

q∈Q\{q0}

qlt(x,q),

satisfying Definition 1.1(i). Next, suppose

xn = ui(x)ati(x,a)
∏

q∈Q\{q0}

qti(x,q)

816



for i = 1, 2. Raising both sides to the k-th power, we have

xkn = ui(x)kuti(x,a)q
lti(x,a)
0

∏

q∈Q\{q0}

qkti(x,q).

By the uniqueness of Cale representation in Q we obtain Definition 1.1 (ii). Therefore

Q′ is a Cale basis of M . �

Theorem 2.3. LetM be an inside factorial monoid with Cale basisQ, let x ∈ M•,

and let S be a finite subset of M . Then:

(1) If x is almost primary, then xm(x) = u(x)q
x(q0)
0 for some q0 ∈ Q.

(2) If x is almost primary, then every power of x is almost irreducible.

(3) Supp(S) = Supp (
∏

S).

(4) x | S if and only if Supp(x) ⊆ Supp(S).

(5) Every almost primary element of M is strongly homogeneous.

P r o o f. 1. Let x ∈ M be almost primary, and let xm(x) = u(x)
∏

q∈Q

qx(q) be the

Cale representation of x. Since x is almost primary, there exist q0 ∈ Supp(x) and

k ∈ N such that x | qk
0 . Writing xr = qk

0 and rm(r) = u(r)
∏

q∈Q

qr(q), we see that

(xr)m(x)·m(r) = u(x)m(r)u(r)m(x)
∏

q∈Q

qx(q)m(r)+r(q)m(x) = q
k·m(x)·m(r)
0 .

By uniqueness of Cale representation, we see that Supp(x) = Supp(r) = {q0}.
2. If x is almost primary, then, by 1, Supp(x) = {q0} for some q0 ∈ Q. It follows

that for all y ∈ M• and k ∈ N, y | xk implies Supp(y) = {q0}. Therefore ym = uxkn

for some m, n ∈ N and u ∈ M×.

3. Let r = m(
∏

S)(
∏

s∈S

m(s)). We note that (
∏

S)
r
is a power of (

∏

S)
m(

∏
S)
,

but is also a product of powers of sm(s) for each s ∈ S. By uniqueness of Cale

representation (using the same argument as in 1), the supports of
∏

S and S must

be the same.

4. Set z =
∏

S. Assume that x | S. Then xr = zk for some r ∈ M and k ∈ N,

and hence, by 3, Supp(x) ⊆ Supp({x, r}) = Supp(xr) = Supp(zk) = Supp(z) =

Supp(S). On the other hand, assume that Supp(x) ⊆ Supp(S) = Supp(z). Set

t = m(z) · max{x(q) : q ∈ Supp(x)}. Then there exists w ∈ M× such that

zt

xm(x)
= w

∏

q∈Supp(x)

qz(q)·(t/m(z))−x(q) ∈ M.

Hence xm(x) | zt and thus x | S.
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5. Pick almost primary y ∈ M• and S ⊆ M such that y ‖ S and S = {x, s1, s2, . . .,

sk}. By 1, there is q0 ∈ Q with Supp(x) = {q0}, and using 4, we obtain Supp(y) ⊆
Supp(S), and in particular, y | {q0, s1, s2, . . . , sk}. If q0 ∈ Supp(y), then x | {y}.
Otherwise, by 4, Supp(y) ⊆ {s1, s2, . . . , sk}, contradicting the fact that y ‖ S. �

Theorem 2.4. Let M be an inside factorial monoid with a Cale basis Q. For

x ∈ M•, div(x) = |Supp(x)|.

P r o o f. By uniqueness of Cale representation, we have that x ‖ Supp(x),

implying that div(x) > |Supp(x)|. On the other hand, writing Supp(x) = {q1, q2, . . . ,

qm} and xm(x) = u(x) q
x(q1)
1 q

x(q2)
2 . . . q

x(qm)
m , we find that div(x) = div(xm(x)) =

div(q
x(q1)
1 . . . q

x(qm)
m ) 6 div(q

x(q1)
1 ) + div(q

x(q2)
2 ) + . . . + div(q

x(qm)
m ) = |Supp(x)|. �

We remark that Theorem 2.4 leads to an alternate proof of [2, Cor. 2], character-

izing all Cale bases in an inside factorial monoid.

Corollary 2.5. Let M be an inside factorial monoid with Cale basis Q. Then

every element of M has finite diversity and div(M) = |Q|. Furthermore, if S ⊆ M

is a finite set of atoms such that no element of S divides any power of the product

of the subsequent elements of S, then div (
∏

S) =
∑

s∈S

div(s).

3. A characterization of inside factorial monoids

Following [7], a monoid M is said to be of finite type if M satisfies the ascending

chain condition on radicals of principal ideals; i.e. given x1, x2, . . . ∈ M with

√

x1M ⊆
√

x2M ⊆ . . . ⊆
√

xnM ⊆ . . . ,

there exists N ∈ N such that for all m > N ,
√

xNM =
√

xmM . Also, given nonunits

x, y ∈ M , we say y is a component of x if y | xn for some n ∈ N (or, equivalently, if√
xM ⊆ √

yM). With this terminology, we record the following theorem, which we

will put to use momentarily.

Theorem 3.1 (Theorem 1 of [7]). Let M be an extraction monoid of finite type,

and let A ⊆ M be such that every nonunit in M has some component in A. Then,

given any x ∈ M , some power of x is contained in a factorial monoid generated by

a finite subset of A.
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Theorem 3.2. LetM be a monoid. Then the following conditions are equivalent:

(i) M is an inside factorial monoid.

(ii) For every x ∈ M• with div(x) > 2, there exist n ∈ N and y, z ∈ M• such

that xn = yz and div(x) = div(xn) = div(y) + div(z). What is more, given an

almost primary element q ∈ M , q is strongly homogeneous and every power of

q is almost irreducible.

(iii) For every x ∈ M•, there exists n ∈ N such that xn = q1q2 . . . qt, where each qi

is strongly homogeneous and every power of each qi is almost irreducible.

(iv) M is an extraction monoid, and given any x ∈ M•, there exists a set of strongly

homogeneous elements S such that x ‖ S.

(v) M is an extraction monoid of finite type, and every nonunit ofM has an almost

primary component.

P r o o f. (i)⇒ (ii) Pick x ∈ M with div(x) > 2. Let M have Cale basis Q. Then

we have xm(x) = u(x)
∏

q∈Q

qx(q), and by Theorem 2.4, x ‖ Supp(x) and |Supp(x)| =

div(x). Therefore div(x) =
∑

q∈Supp(x)

div(q). The rest of this implication follows by

Theorem 2.3.

(ii) ⇒ (iii) Pick x ∈ M•. If div(x) = 1, there is nothing to prove, so assume that

div(x) > 2. By hypothesis, there exist nonunits y, z ∈ M and n ∈ N such that xn =

yz, with div(x) = div(y)+div(z). By induction, there existm, k ∈ N and almost pri-

mary elements y1, y2, . . . , yr, z1, z2, . . . , zs such that y
m = y1y2 . . . yr, z

k = z1z2 . . . zs,

div(y) = r, and div(z) = s. Then xnmk = ymkzmk = yk
1yk

2 . . . yk
r zm

1 zm
2 . . . zm

s . We

note that each yk
i and zm

j is almost primary. Thus, we have written a power of x

as a product of almost primary elements. All other assertions carry over directly

from (ii).

(iii)⇒ (iv) We first prove that, under this assumption, if x is almost primary then
x is strongly homogeneous. Suppose xn = q1q2 . . . qt for some n ∈ N and strongly

homogeneous qi. Since x is almost primary, x | {qi} for some i. Since qi is almost

irreducible, there exist m, k ∈ N and u ∈ M× such that xm = uqk
i . By Theorem 3.8

(5) from [8], qk
i is strongly homogeneous, hence x is.

Let x, y ∈ M•. Suppose first that there are no m, n ∈ N such that xm | yn. Then

λ(x, y) = 0/1 = 0 and x0 | y1.

Otherwise, pick any m, n ∈ N such that xm | yn. Applying (iii) twice, we have

xu = q1q2 . . . qt and yv = r1r2 . . . rs for u, v ∈ N and qi, rj strongly homogeneous.

Without loss of generality, we may also assume that the factorizations of xu and

yv above are reduced. The qi remain strongly homogeneous by the above. Since

xm | yn, we have xuvm | yuvn, and hence (q1q2 . . . qt)
vm | (r1r2 . . . rs)

un. Since all the

qi and rj are strongly homogeneous, we have t 6 s and (without loss of generality)
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√
qiM =

√
riM for each 1 6 i 6 t. By (iii), for each 1 6 i 6 t there exist ui ∈ M×

and (ai, bi) ∈ N× N such that qai

i = uir
bi

i .

It follows that λ(qi, ri) = ai/bi. Without loss of generality, we may assume that

a1/b1 6 a2/b2 6 . . . 6 at/bt. Set N =
n
∏

i=1

aibi. We now show that xua1N | yvb1N .

We have the following formula (for some w ∈ M×):

yvb1N =

s
∏

i=1

rb1N
i =

( t
∏

i=1

(rbi

i )
b1

N
bi

)( s
∏

i=t+1

rb1N
i

)

= wxua1N

( t
∏

i=1

q
(b1Nai/bi)−a1N
i

)( s
∏

i=t+1

rb1N
i

)

.

Note that (b1Nai/bi) − a1N ∈ N0, since ai/bi > a1/b1. Hence, λ(x, y) >

ua1N/vb1N = ua1/vb1. In fact, we have equality; suppose that xm | yn for

some m, n ∈ N. Again, we have xuvm | yuvn, hence there exists c ∈ M such that

(q1q2 . . . qt)
vmc = (r1r2 . . . rs)

un. We have qai

i = uir
bi

i for ui ∈ M× and ai, bi ∈ N.

Letting A =
t
∏

i=1

ai, and Ai = A/ai (for 1 6 i 6 t), we have

s
∏

i=1

runA
i = cA

t
∏

i=1

qvmA
i = cA

t
∏

i=1

qaiAivm
i = cA

t
∏

i=1

uAivm
i rbiAivm

i .

Note that we cannot have unA < b1A1vm, otherwise r1 |
s
∏

i=2

runA
i , but for each

2 6 i 6 s, r1 divides no power of ri, contradicting the fact that r1 is almost primary.

We conclude that b1A1vm 6 unA, implying b1vm 6 una1 and m/n 6 ua1/vb1.

Therefore λ(x, y) = ua1/vb1, and M is an extraction monoid.

Finally, for x ∈ M•, apply (iii) to get x ‖ {q1, q2, . . . , qt}, a set of strongly homo-
geneous elements.

(iv) ⇒ (v) We will first show that M is of finite type. Suppose that we have

x1, x2, . . . ∈ M with
√

x1M ⊆
√

x2M ⊆
√

x3M ⊆ . . .. Concentrating for a moment

on x1 and x2, pick r ∈ M and a ∈ N such that x2r = xa
1 . If x1 or x2 is a unit, there

is nothing to prove. So, picking a set S = {s1, s2, . . . , st} of strongly homogeneous
elements of M with x1 ‖ S, we see that x2 | S. By Theorem 1.6, div(x2) 6 t; we

also have t = div(x1). If div(x2) = t, then x2 ‖ {s1, s2, . . . , st} and since each si is

strongly homogeneous, si | {x2} implying that s1s2 . . . st | {x2}. However, the fact
that x1 | {s1, s2, . . . , st} implies that x1 | {x2}, and

√
x1M =

√
x2M .

Thus, generalizing the above argument from 1 and 2 to i and i+1, the only way for

strict containment to hold between
√

xiM and
√

xi+1M is for div(xi+1) < div(xi).

Thus, the chain must stabilize, and M is of finite type.
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Further, given x ∈ M×, we have x ‖ S for set S of strongly homogeneous elements.

Thus, for any s ∈ S, s | {x}, and s is a component of x.

(v) ⇒ (i) Let A be the set of almost primary elements of M , and choose (us-

ing Zorn’s Lemma) a subset Q of A maximal with respect to the following prop-

erty: If q1, q2 ∈ Q are distinct, then
√

q1M and
√

q2M are incomparable. As M

is an extraction monoid of finite type, and since every nonunit has a component

in Q, Theorem 3.1 applies. Therefore, given any x ∈ M•, there exist u ∈ M×,

q1, q2, . . . , qn ∈ Q and t1, t2, . . . , tn ∈ N such that xn = uqt1
1 qt2

2 . . . qtn
n . Suppose we

also have xn = vpa1

1 pa2

2 . . . pal

l , where v ∈ M×, ai ∈ N, and pi ∈ Q. As qt1
1 is almost

primary, we see that (without loss of generality) qt1
1 | pa1b

1 for some b ∈ N. But

then
√

p1M ⊆ √
q1M , and by construction of Q,

√
q1M =

√
p1M and q1 = p1. If

t1−a1 > 0, then uqt1−a1

1 qt2
2 . . . qtn

n = vpa2

2 pa3

3 . . . pal

l , and, for some 2 6 i 6 l, q1 | paic
i

for some c ∈ N. However, we then have
√

piM ⊆ √
q1M =

√
p1M , a contradiction.

Therefore t1 6 a1, and by a similar argument, t1 > a1. Thus, canceling qt1
1 and pa1

1 ,

we apply induction and see that n = l and (without loss of generality) qti

i = pai

i and

u = v. We conclude that Q is a Cale basis for M . �

4. Atomic inside factorial monoids

We now focus specifically on atomic inside factorial domains, and begin by char-

acterizing those inside factorial monoids that have a Cale basis consisting of atoms.

Lemma 4.1. Let M be an inside factorial monoid. Then M possesses a Cale

basis consisting of atoms if and only if for each element in M•, there exists an atom

dividing a power of this element. In particular, if M is atomic, then M possesses

a Cale basis consisting of atoms.

P r o o f. Obviously, if Q is a Cale basis of atoms, then for each element in

M• there exists a power of that element that is divided by an atom. Suppose,

conversely, that the latter property holds. Let Q be a Cale basis of M and pick

q0 ∈ Q. There exists k ∈ N such that qk
0 = a1a2 where a1, a2 ∈ M and a1 ∈ A(M).

Since a
m(ai)
i = u(ai)

∏

q∈Q

qai(q) for i = 1, 2, we set m = m(a1)m(a2) and thus

qmk
0 =

∏

q∈Q

qa1(q)+a2(q),

and, hence, a1(q) = a2(q) = 0 for q ∈ Q, q 6= q0. Therefore a
m(a1)
1 = u(a1)q

a1(q0)
0

and by Lemma 2.2 we may replace q0 by a1 in Q. Replacing all elements of Q in this

way, we arrive at a Cale basis of atoms. �
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Throughout this section, let M be an atomic inside factorial monoid with a fixed

Cale basis Q consisting of atoms; all invariants we compute are relative to this choice

of Q.

Arithmetical constants like the cross number (introduced in [6]) are usually defined

for the divisor class group of a monoid and integral domain, respectively. Inside

factorial monoids need not possess a divisor theory, but their very structure admits

imitation of those arithmetical constants. Looking at diversity in particular, we have

div(x) = |Supp(x)|, so, in a sense, diversity measures how “wide” x is (in the sense of

how many distinct q ∈ Q show up in the Cale representation of x). We will, later on,

introduce the width invariant; the width of x will measure the diversity of x relative

to m(x) (cf. Definition 4.6).

Definition 4.2. LetM be an atomic inside factorial monoid, and fix a Cale basis

Q consisting of atoms. For x ∈ M•, let xm(x) =
∏

q∈Q

qx(q) be the Cale representation

of x by Q.

(1) We define s(x) to be s(x) =
∑

q∈Supp(x)

x(q) =
∑

q∈Q

x(q).

(2) We define the function ϕ : M → Q+ by

ϕ(x) =







s(x)

m(x)
if x ∈ M•,

0 if x ∈ M×.

(3) We define the upper and lower cross numbers of M , denoted (respectively) by

k∗(M) and k∗(M), by

k∗(M) = sup
x∈A(M)

ϕ(x) and k∗(M) = inf
x∈A(M)

ϕ(x).

(4) We define the elasticity of M , denoted by ̺(M), to be

̺(M) = sup
{r

s
: r, s ∈ N, x1x2 . . . xr = y1y2 . . . ys for xi, yj ∈ A(M)

}

.

Elasticity, first introduced in the context of rings of algebraic integers by Valenza

in [9], measures how “far” a given atomic monoid is from being half-factorial.2 Recall

that if M is an atomic monoid, a function f : M → [0,∞) is called a semi-length

function if for all x, y ∈ M :

(i) f(xy) = f(x) + f(y), and

(ii) f(x) = 0 if and only if x ∈ M×.

2An atomic monoid M is half-factorial if every nonunit x of M has a unique length of
irreducible factorization.
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Semi-length functions were originally introduced by Anderson and Anderson in [1]

in the context of integral domains. following result follows verbatim from the proof

in [1].

Proposition 4.3 ([1]). Let M be an atomic monoid, and let f be a semi-length

function on M . Define

αf = sup{f(π) : π ∈ M is a non-prime atom} and
βf = inf{f(π) : π ∈ M is a non-prime atom}

(and set αf = βf = 1 if M is factorial). Then ̺(M) 6 αf/βf .

Lemma 4.4. ϕ is a semilength function.

P r o o f. Let x, y ∈ M•. Setting z = xy, we have
∏

q∈Q

qz(q)m(x)m(y) =

zm(z)m(x)m(y) = xm(z)m(x)m(y)ym(z)m(x)m(y) =
∏

q∈Q

qm(z)(x(q)m(y)+y(q)m(x)). Hence

for each q ∈ Q we have z(q)m(x)m(y) = m(z)(x(q)m(y) + y(q)m(x)) which re-

arranges to z(q)/m(z) = x(q)/m(x) + y(q)/m(y). Summing over all q ∈ Q gives

ϕ(z) = ϕ(x) + ϕ(y). �

The following inequalities between these magnitudes will be useful later.

Lemma 4.5. For any atomic inside factorial monoid M ,

max
{

k∗(M),
1

k∗(M)

}

6 ̺(M) 6
k∗(M)

k∗(M)
.

In particular, ̺(M) = ∞ for k∗(M) = 0.

P r o o f. Let Q be a Cale basis consisting of atoms, and let x ∈ A(M) with

xm(x) = u(x)
∏

q∈Q

qx(q). Because Q consists of atoms, we have that m(x)/s(x)

and s(x)/m(x) 6 ̺(M), which implies that ϕ(x), ϕ(x)−1 6 ̺(M), and hence

max{k∗(M), k∗(M)−1} 6 ̺(M). Concerning the other inequality, let x1x2 . . . xr =

y1y2 . . . ys with r, s ∈ N and xi, yj ∈ A(M). It follows that rk∗(M) 6
r

∑

i=1

ϕ(xi) =

s
∑

j=1

ϕ(yj) 6 sk∗(M), and hence ̺(M) 6 k∗(M)k∗(M)−1. �

We now analyze more closely the magnitudes k∗(M) and k∗(M).
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Definition 4.6. Let x ∈ M• with Cale representation xm(x) =
∏

q∈Q

qx(q).

(1) We define the width and height of x, denoted w(x) and h(x) (respectively) to

be

w(x) =
div(x)

m(x)
, h(x) =

max
q∈Supp(x)

x(q)

m(x)
=

max
q∈Q

x(q)

m(x)
= max

q∈Q
λ(q, x).

(2) We define the lower and upper width of M , denoted by w∗(M) and w∗(M)

(respectively) to be

w∗(M) = inf{w(x) : x ∈ A(M)} and w∗(M) = sup{w(x) : x ∈ A(M)}.

(3) We define the lower and upper height of M , denoted by h∗(M) and h∗(M)

(respectively) to be

h∗(M) = inf{h(x) : x ∈ A(M)} and h∗(M) = sup{h(x) : x ∈ A(M)}.

(4) We define the height of M , denoted by h(M), to be

h(M) = sup
x∈A(M)

max
q∈Supp(x)

x(q) = sup
x∈A(M),q∈Q

λ(q, x).

Lemma 4.7. For any atomic inside factorial monoid M ,

max
{

w∗(M), h∗(M),
1

diva(M) · h∗(M)

}

6 ̺(M) 6
diva(M) · h∗(M)

max{w∗(M), h∗(M)} .

P r o o f. For ϕ(x) =
∑

q∈Supp(x)

x(q)/m(x) we have, by Theorem 2.4, that

max{x(q) : q ∈ Supp(x)}
m(x)

,
div(x)

m(x)
6 ϕ(x) 6 div(x) · max{x(q) : q ∈ Supp(x)}

m(x)
,

and hence h(x), w(x) 6 ϕ(x) 6 div(x) · h(x) for all x ∈ M•. This implies that

max{h∗(M), w∗(M)} 6 k∗(M) 6 diva(M) · h∗(M), and

max{h∗(M), w∗(M)} 6 k∗(M) 6 diva(M) · h∗(M).

Thus, by Lemma 4.5,

̺(M) 6 k∗(M) · k∗(M)−1 6
diva(M) · h∗(M)

max{h∗(M), w∗(M)} ,

and

̺(M) > max{k∗(M), k∗(M)−1} > max{h∗(M), w∗(M), 1/diva(M) · h∗(M)}.

�
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Proposition 4.8. Let M be an inside factorial monoid with a fixed Cale basis Q

of atoms, and suppose that m(M) = sup{m(x) : x ∈ A(M)} is finite. Then
max{diva(M), h(M)}

m(M)
6 ̺(M) 6 m(M) · diva(M) · h(M).

In particular, the elasticity of M is finite if and only if both diva(M) and h(M) are

finite.

P r o o f. For x ∈ M•, div(x)/m(M) 6 w(x) 6 div(x), and

max{x(q) : q ∈ Supp(x)}/m(M) 6 h(x) 6 max{x(q) : q ∈ Supp(x)}.

Therefore, diva(M)/m(M) 6 w∗(M) 6 diva(M), and h(M)/m(M) 6 h∗(M) 6

h(M). Since for each x ∈ M• we must have div(x) > 1 and max{x(q) : q ∈
Supp(x)} > 1, it follows that 1/m(M) 6 w∗(M) and 1/m(M) 6 h∗(M). From

Lemma 4.7 we get max{diva(M), h(M)}/m(M) 6 max{w∗(M), h∗(M)} 6 ̺(M) 6

diva(M) · h(M) · m(M). �

Of course, by suitably rearranging terms, the inequalities in Proposition 4.8 yield

inequalities for diva(M) and h(M) as well. In general, the inequalities of Proposi-

tion 4.8 will be strict. More precisely, the following characterization holds.

Corollary 4.9. Let M be an inside factorial monoid. Then M is factorial if and

only if M is atomic, m(M) is finite, and both inequalities in Proposition 4.8 are

equalities.

P r o o f. Suppose M is factorial. By definition, we have m(M), diva(M), ̺(M),

and h(M) all equal to 1. Thus, the inequalities in Proposition 4.8 become equalities.

Conversely, suppose first that diva(M) 6 h(M). Then 1/m(M) = m(M)·diva(M)

and hence m(M) = 1 = diva(M). The representation of an atom π by a Cale basis

Q then reduces to x = u(x)q for some q ∈ Q. Since M is assumed to be atomic, it

follows that M is factorial.

We now assume that diva(M) > h(M). Then 1/m(M) = m(M) ·h(M) and hence

m(M) = h(M) = 1. Again, any Cale basis Q must consist of atoms, and M must

be factorial. �

Proposition 4.8 implies, in particular, that diva(M) is finite if m(M) and ̺(M)

are finite. But, as Example 5.2 in the next section shows, diva(M) may also be

finite in the case where ̺(M) = ∞ and m(M) < ∞. As already mentioned in the
introduction, diva(M) and h(M) are, in some sense, complementary. The examples

in the next section show that diva(M) may be infinite for finite h(M) (Example 5.1)

and vice versa (Example 5.2).
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5. Examples

We close with some examples of atomic inside factorial monoids that illustrate

and contrast the invariants studied in this paper. Let T denote the additive factorial

monoid NN
0 of sequences from N0 (with respect to pointwise addition) that have only

finitely many nonzero entries. We discuss three examples of atomic inside factorial

submonoids M of T . In particular, there will exist a fixed n ∈ N such that nT ⊆ M .

This implies, in particular, that Q = {nei : i ∈ N} is a Cale basis of M , where ei

denotes the ith unit vector of T .

Example 5.1. (An example where diva(M) = ̺(M) = ∞ and h(M) < ∞). Call
f ∈ T alternating if we have that for all 1 6 i 6 max{i : f(i) > 0}, f(i) > f(i +1) if

i is odd and f(i) < f(i + 1) if i is even. Let A denote the additive semigroup of all

such alternating functions in T , and let F ⊆ A denote those alternating functions

with at least two nonzero entries. Fix n ∈ N, n > 2, and let M = (F ∪ {0}) + nT .

It is easily confirmed that for k ∈ N, fk = e1 + e3 + e5 + . . . + e2k+1 is an atom of

M . Obviously, w(fk) = div(fk)/m(fk) = (k + 1)/n, and therefore w(M) > k
n for all

k ∈ N. Therefore w(M) = ∞ and ̺(M) = ∞ by Proposition 4.8.
Now, we consider h(M). For x =

∑

i∈N

x(i)ei ∈ M , the Cale representation of x is

m(x)x =
∑

y(i)(nei), where y(i) ∈ N0 is chosen such that y(i)n = x(i)m(x) for each

i ∈ N. Therefore h(x) = max
i∈N

y(i)/m(x) = n−1‖x‖, where ‖x‖ = max{x(i) : i ∈ N}
is the sup-norm on T .

Consider an atom x = f + nt ∈ M . If f = 0, then t = ei and hence ‖x‖ = n.

If f ∈ F , then t = 0. For i ∈ N even, f(i) < n since otherwise f could be written

as a sum of nei and f ′ ∈ F . For i ∈ N odd, suppose that f(i) > n + f(i + 1)

and f(i) > n + f(i − 1). Then f may again be written as a sum of nei and some

f ′ ∈ F . Therefore, for i odd, we must have f(i) 6 n + f(i + 1) < n + n or

f(i) 6 n + f(i − 1) < n + n, and in any case, f(i) < 2n for i odd. This shows that

‖x‖ 6 2n, and hence for x ∈ A(M), h(x) 6 2, and hence h(M) 6 2.

Example 5.2. (An example where diva(M) < ∞ and h(M) = ̺(M) = ∞).
For k ∈ N, let fk = kek. Let F denote the additive semigroup generated by the

fk. Fix n > 2, and consider the submonoid of T given by M = (F ∪ {0}) + nT .

It is straightforward to show that A(M) = {fk : k ∈ N, n ∤ k} ∪ {nek : k ∈ N,

k ∤ n}∪{nen}. A Cale representation for fk is nfk = k(nek). It follows that m(fk) =

n/ gcd(k, n) and fk(nek) = k/gcd(k, n). Therefore, h(fk) = fk(nek)/m(fk) = k/n,

implying that h(M) = ∞. By Proposition 4.8, it follows that ̺(M) = ∞.
We now turn our attention to diva(M). From our work above, we have w(fk) =

div(fk)/m(fk) = 1/(n/ gcd(k, n)) 6 1. Furthermore, for all k ∤ n, w(nek) =
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w(nen) = 1. Therefore diva(M) = 1 and, in fact, every atom of M is almost

primary.

Example 5.3. (An example where diva(M) = h(M) = ̺(M) = ∞). For integer
k > 2, let fk = (k, k−1, k−2, . . . , 2, 1, 0, 0, 0, . . .), and let F be the additive semigroup

generated by the fk. Fix n > 2, and let M = (F ∪ {0}) + nT . We see that

A(M) = {fk : k ∈ N} ∪ {nek : k ∈ N}. The atoms fk have Cale representation

nfk = k(ne1)+(k−1)(ne2)+ . . .+2(nek−1)+(nek). It then follows that m(fk) = n.

Therefore w(fk) = div(fk)/m(fk) = k/n, and hence diva(M) = ∞. Similarly,
h(fk) = max{fk(nei) : i ∈ N}/m(fk) = k/n, yielding h(M) = ∞. Finally, ̺(M) =

∞ by Proposition 4.8.
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