
Czechoslovak Mathematical Journal

Jiří M. Tomáš
The general rigidity result for bundles of A-covelocities and A-jets

Czechoslovak Mathematical Journal, Vol. 67 (2017), No. 2, 297–316

Persistent URL: http://dml.cz/dmlcz/146757

Terms of use:
© Institute of Mathematics AS CR, 2017

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized
documents strictly for personal use. Each copy of any part of this document must contain these
Terms of use.

This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz

http://dml.cz/dmlcz/146757
http://dml.cz


Czechoslovak Mathematical Journal, 67 (142) (2017), 297–316

THE GENERAL RIGIDITY RESULT FOR BUNDLES

OF A-COVELOCITIES AND A-JETS

Jiří Tomáš, Brno

Received October 23, 2015. First published March 1, 2017.

Abstract. Let M be an m-dimensional manifold and A = D
r
k/I = R⊕NA a Weil algebra

of height r. We prove that any A-covelocity TAx f ∈ TA∗
x M , x ∈ M is determined by its

values over arbitrary max{widthA,m} regular and under the first jet projection linearly

independent elements of TAx M . Further, we prove the rigidity of the so-called universally
reparametrizable Weil algebras. Applying essentially those partial results we give the proof
of the general rigidity result TA∗M ≃ T r∗M without coordinate computations, which
improves and generalizes the partial result obtained in Tomáš (2009) from m > k to all
cases of m.
We also introduce the space JA(M,N) of A-jets and prove its rigidity in the sense of its

coincidence with the classical jet space Jr(M,N).

Keywords: r-jet; bundle functor; Weil functor; Lie group; jet group; B-admissible A-
velocity
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1. Preliminaries

1.1. We give a contribution to the theory of Weil functors. We start from the

concepts of the r-jet, the jet space Jr(M,N) and the bundle functor, all defined

in [8]. By M we denote an m-dimensional manifold and by N a smooth manifold.

All manifolds are supposed to be of class C∞. ByMfm we denote the category ofm-

dimensional manifolds with local diffeomorphisms, by Mf the category of smooth

manifolds with smooth maps and by FM the category of fibered manifolds with

smooth fibered maps. Further, we denote by FMm the category of fibered manifolds

with m-dimensional bases with fibered maps covering local diffeomorphisms. By

P rM we denote the frame bundle on M . A bundle functor defined on the category

Mfm is said to be a natural bundle, see [8]. There is an important bundle functor
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defined on the category Mfm × Mf , the so-called jet functor Jr. It assigns the

space of r-jets Jr(M,N) to any couple (M,N) ∈ Obj(Mfm × Mf) and the map

Jr(g, h) : Jr(M1, N1) → Jr(M2, N2) defined by j
r
xf 7→ jr

f(x)h ◦ jrxf ◦ (jrxg)
−1 to any

local diffeomorphism g : M1 →M2 defined near x and any smooth map h : N1 → N2.

There is a significant class of product-preserving bundle functors defined on the

categoryMf . The classical result (see [6], [5], [8], [11]) reads that the functors of this

kind coincide with Weil functors. Denoting them by TA we involve the associated

Weil algebras to their notation. The restriction of a Weil functor toMfm is said to

be a Weil bundle.

The concept of a Weil functor goes back to 1953, when Weil defined and studied

the spaces of the infinitely near points on manifolds, see [20]. This concept led to

the contravariant definition of the Weil functor presented below. However, most

authors studied Weil functors from the covariant point of view. The equivalence

of both approaches was proved in [8]. Besides the authors of those fundamental

results, there are many others studying not only the geometry of Weil functors but

also their applications in various research areas like the differential invariant theory

and the theory of natural operators, e.g., Kolář, Mikulski, Shurygin, Bushueva and

many others (see e.g. [8], [7], [9], [12], [16], [15], [4]). However, there are also authors

applying and connecting Weil functors to problems from the Lie group theory, e.g.,

Alonso, Muriel, Muňoz, Rodriguez, and others, see [1], [2], [13]. Further, there are

papers applying Weil functors in the theory of jets (e.g., Kureš in [10], who also

studies their applications in the theoretical mechanics).

From the algebraic point of view, Weil functors are studied by Bertram (see [3]),

who generalizes their definition in the sense of substituting general fields and rings for

reals to the definition of the associatedWeil algebra. Weil functors are also applied in

the research of geometrical categories, namely in the papers by Nishimura, see [14].

We recall briefly the elementary concepts concerning Weil functors from [8]. Let

E(k) be the algebra of germs of smooth functions defined on R
k with the source at

zero. A Weil algebra A can be defined either as the direct sum R ⊕ NA of reals

with the so-called nilpotent ideal NA of all of its nilpotent elements, or as a quotient

E(k)/I by an ideal I ⊂ E(k) of a finite codimension. A can be also defined as

a quotient Drk/J of the so-called jet algebra D
r
k by its ideal J . In other words, A can

be considered as the algebra of polynomials of k indeterminates of order at most r

with the truncated multiplication factorized by one of its ideals. Finally, we define

widthA = dim(NA/N
2
A) and heightA as the minimal r for which A = D

r
k/J . For

the nilpotent ideal of Drk, we simplify the notation from NDr
k
to N r

k .

We remark that ifN is associated with the symbol of a Weil algebra, then it denotes

its nilpotent ideal, e.g., NA or N
r
k . On the other hand, N endowed with no index is

a symbol reserved for a manifold. This convention will hold in the whole paper.
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In the whole paper, we apply the covariant approach to the definition of Weil

functors. This comes out from the I-factorization of germs in the following sense.

Two germs germ0 g : R
k
0 → Mx and germ0 h : R

k
0 → Mx taking the same value x

at the source 0 ∈ R
k are said to be I-equivalent if and only if germx γ ◦ germ0 g −

germx γ ◦ germ0 h ∈ I for any smooth function γ : M → R defined near x. Classes

of such equivalence relation are denoted by jAg and the space of them by JAM .

For a smooth map ϕ : M → N , there is a map JAϕ : JAM → JAN defined by

the assignment jAg 7→ jA(ϕ ◦ g). For A = D
r
k we have J

AM = Jr0 (R
k,M) and

JAϕ = Jr0 (idRk , ϕ).

We remark that a Weil functor can be also defined from the contravariant point

of view as a functor TA defined by TAM = Hom(C∞(M,R), A) on objects and

by TAf(H)(ϕ) = H(ϕ ◦ f) on a morphism f : M → N , where H ∈ TAM and

ϕ ∈ C∞(N,R). There is the identification θ : JAM → TAM defined by θ(jAg)(ϕ) =

jA(ϕ◦ g) for any ϕ ∈ C∞(M,R) defined near g(0) and by θ(JAf)(H)(ψ) = H(ψ ◦ f)

for any smooth f : M → N , H ∈ TAM and an any function ψ ∈ C∞(N,R). In what

follows we will use only the notation TA for Weil functors in spite of applying the

covariant approach to them.

We remark that for A = D
r
k the functor T

A = TD
r
k coincides with the well-

known functor T rk of (k, r)-velocities defined by T
r
kM = Jr0 (R

k,M) on objects and

by T rk f(j
r
0ϕ) = jr0(f ◦ ϕ) on morphisms for any jr0ϕ ∈ T rkM , see [8].

As for natural transformations t̃M : TBM → TAM , they bijectively correspond to

homomorphisms t : B → A. Further, homomorphisms B → A correspond bijectively

to the so-called B-admissible A-velocities defined in [7] as follows. Let A = E(k)/I

and B = E(p)/J be Weil algebras. For a smooth map f : R
k
0 → R

p
0, an A-velocity

jAf is said to be B-admissible if and only if germ0 ϕ ∈ J ⇒ germ0(ϕ ◦ f) ∈ I.

Thus every B-admissible A-velocity jAf is assigned bijectively a natural trans-

formation t̃M : TBM → TAM induced by a Weil algebra homomorphism t = tj
Af :

B → A. The natural transformation t̃M is defined as

(1.1) t̃M (jBϕ) = t̃j
Af
M (jBϕ) = jA(ϕ ◦ f).

In other words, a Weil algebra homomorphism t : B → A together with its associated

natural transformation t̃M : TBM → TAM corresponds to a reparametrization of

the indeterminates t1, . . . , tp by suitable polynomials in τ1, . . . , τk, transforming the

ideal J to I. In particular, isomorphisms of Weil algebras correspond to invertible

reparametrizations of this kind transforming bijectively the ideals defining them,

which in the case of automorphisms coincide.

Let Grk denote the general jet group, see [8]. We recall that its support is formed

by Jr0 (R
k,Rk)0 endowed with the multiplication defined by the composition of jets.
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It is a well-known fact that every jr0g ∈ Grk determines an automorphism tjr
0
g of D

r
k

defined by the assignment

(1.2) jr0η 7→ jr0η ◦ (j
r
0g)

−1

for any jr0η ∈ D
r
k. If it is clear from the context we can write only j

r
0g instead of tjr0g,

applying this convention particularly in (1.3), (1.4) and (1.5) below. Further, every

automorphism of this kind determines the natural equivalence t̃jr
0
g,M of T

r
kM . For

a Weil algebra A = D
r
k/I and the canonical projection homomorphism p : D

r
k → A,

Alonso in [1] defined the subgroups GA and G
A ⊆ Grk ≃ Aut(Drk) as

(1.3) GA = {jr0g ∈ Grk : p ◦ j
r
0g = p}, GA = {jr0g ∈ Grk : Ker(p ◦ jr0g) = Ker(p)}.

He also proved that GA is a normal subgroup of G
A and the identification GA/GA ≃

AutA. Clearly, jr0g determines an automorphism of A and consequently a natural

equivalence over TAM if and only if jr0g ∈ GA. Clearly, GDr
k

= {jr0 idRk} and

GD
r
k = Grk.

In the rest of the paper, we will involve the Weil algebra into the notation of p

from (1.3), i.e., we will write pA instead p. Consider the left action l of G
A and the

effective left action l̄ of AutA on TAx M defined as

(1.4) l(jr0g, j
Aϕx) = l̄(π(jr0g), j

Aϕx) = π(jr0g)(j
Aϕx) = p̃A,M (jr0 ϕ̂x ◦ (j

r
0g)

−1),

where π : GA → AutA is the projection Lie group homomorphism and jr0ϕ̂x ∈ jAϕx
is arbitrary. For a Lie subgroup H ⊆ AutA let us denote by Orb(H, jAϕx) the H-

orbit of jAϕx with respect to l̄ restricted to H×TAx M . Since every element of AutA

determines a natural transformation over TAM determined by (1.4), the values of

TAx f on the whole Orb(AutA, j
Aϕx) are determined by T

A
x f(j

Aϕx). This follows

from the identity

TAx f(l(j
r
0g, j

Aϕx)) = TAx f(l̄(π(j
r
0g), j

Aϕx)) = (TAx f ◦ π(jr0g))(j
Aϕx)(1.5)

= (π(jr0g) ◦ T
A
x f)(j

Aϕx) = l̄(π(jr0g), T
A
x f(j

Aϕx))

= l(jr0g, T
A
x f(j

Aϕx)).

It is easy to see that jAϕx,1 = jAϕx,2 implies (j
r
0ϕx,1)

−1 ◦ jr0ϕx,2 ∈ GA.

1.2. Besides Weil bundles there are significant natural bundles T r∗M , the bun-

dles of the r-th order covelocities (see (1.3)). They are defined by T r∗x M = Jrx(M,R)0

on objects and by T r∗g(jrxf) = jrxf ◦ (jrxg)
−1 on morphisms, where jrxf ∈ T r∗x M is

arbitrary. In [17] we have presented the bundles T r∗M in the form of P rM [N r
m, l],
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where l : Grm × N r
m → N r

m denotes the left action of the jet group on the standard

fiber determined by (1.4) and applied to the case of A = D
r
m.

Moreover, we have generalized the space of higher-order covelocities T r∗M to the

space of A-covelocities TA∗M consisting of the elements TAx f : T
A
x M → TA0 R ≃ NA.

Further, for any local diffeomorphism g defined near x we have defined the so-called

TA∗-map as

(1.6) TA∗g(TAx f) = TAx f ◦ (TAx g)
−1.

We recall the partial result from [17] obtained for such spaces and maps.

Let A = D
r
k/I and m = dimM . Then the following holds:

For m > k, the spaces TA∗M together with the maps defined by (1.6) form the

natural bundle P rM [N r
m, l] identified with T

r∗M .

For any M ∈ Obj(Mfm) and N ∈ Obj(Mf) we define the space JA(M,N)

by JA(M,N) = {TAx f ; f : M → N}. For a local diffeomorphism g : M1 → M2 and

a smooth map h : N1 → N2 we define the map J
A(g, h) : JA(M1, N1) → JA(M2, N2)

by

(1.7) JA(g, h)(TAx f) = TAf(x)h ◦ TAx f ◦ (TAx g)
−1.

In [19] we have proved a partial result valid for m > k, which states the iden-

tification of JA(M,N) with Jr(M,N). In the conference paper [18] we have also

sketched a proof concerning the cases of m < k, following the coordinate proof of

the mentioned partial result from [17].

In the present paper, the main result will be proved and generalized in a new way,

applying essentially Proposition 2.2 below, formulated and proved in a rigorous and

explicit way, and Proposition 4.1, which states the rigidity of the so-called universally

reparametrizable Weil algebras. In this proof we essentially reduce the computations

with coordinates.

At the end of this section we observe that the elements TAx f ∈ TA∗
x M form the

nilpotent ideal NBx,M
of a Weil algebra Bx,M = D

r
m/Jx,M obtained from the alge-

braic operations defined on TA∗
x M as follows. The vector space operations are de-

fined by (TAx f1+TAx f2)(j
Aϕx) = TAx f1(j

Aϕx)+TAx f2(j
Aϕx) and (c ·TAx f)(j

Aϕx) =

c · TAx f(j
Aϕx) for any j

Aϕx ∈ TAx M and c ∈ R. Analogously we define the multipli-

cation on TA∗
x M by

(TAx f1 · T
A
x f2)(j

Aϕx) := µA(T
A
x f1(j

Aϕx), T
A
x f2(j

Aϕx))(1.8)

= TA(0,0)µ ◦ (TAx f1(j
Aϕx), T

A
x f2(j

Aϕx)),
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where µ denotes the standard multiplication on R and µA = TAµ the multiplication

on A = TAR. In other words, the product TAx f1 · T
A
x f2 is defined by

(1.9) TAx f1 · T
A
x f2 = TA(0,0)µ ◦ (TAx f1, T

A
x f2) = TAx (µ ◦ (f1, f2)).

Clearly, every local diffeomorphism g : M → N defined near x determines the

isomorphism TA∗
x g : TA∗

x M → TA∗
g(x)N determined by the map T

A∗g, which is defined

by the assignment TAx f 7→ TAx f ◦ (T
A
x g)

−1 for an arbitrary TAx f ∈ TA∗
x M . Therefore

TA∗
x M can be identified with the nilpotent ideal of Bx,M and consequently with the

nilpotent ideal of the Weil algebra R⊕ TA∗
0 R

m = B = D
r
m/J .

We present the already mentioned result T r∗M ≃ P rM [N r
m, l] from [17] in a suit-

able form for direct application in the proof of the main result.

Lemma 1.1. The multiplication in T
D

r
k∗

0 R
m defined by (1.9) coincides with the

restriction of the standard multiplication in D
r
m to N

r
m.

P r o o f. The elements jr0f and j
r
0g ∈ D

r
m together with their product j

r
0h = jr0f×

jr0g, all of them considered in the polynomial form, satisfy in coordinates the identity

hα = fβgα−β α!/β!(α − β)!, applying the standard notation with multiindices. On

the other hand, (1.8) yields

((T rk )0f · (T rk )0g)(j
r
0ϕ) = (T rk )0h(j

r
0ϕ)(1.10)

= fl1...lsϕ
l1
µ1
. . . ϕlsµs

· gj1...jtϕ
j1
ν1
. . . ϕjtνtτ

µν mod〈τ1, . . . , τk〉
r+1,

where jr0ϕ ∈ (T rk )0R
m is arbitrary and τ1, . . . , τk denote the indeterminates of D

r
k.

We apply the standard derivative indices to the notation of the coordinates of (T rk )0f

and (T rk )0g while in case of j
r
0ϕ we apply the notation with multiindices. Put j

r
0ϕ =

(jr0 pr1)
m for the the first canonical projection pr1 : R

k → R. In coordinates, we

have ϕlj = δ1j where l = 1, . . . ,m. Applying the product (T rk )0h from (1.10) to

our jr0ϕ and standard combinatorics, we obtain the coordinates of (T
r
k )0h expressed

in multiindices, which coincide with those of the coordinate identity in the very

beginning of the proof. �

Further, there is the projection homomorphism pB : R⊕ Jr0 (R
m,R)0 ≃ D

r
m → B

defined by

(1.11) pB((T
r
k )0f) = TA0 f.

The verification of pB((T
r
k )0f · (T rk )0g) = pB((T

r
k )0f) · pB((T

r
k )0g) = TA0 f · TA0 g is

a direct consequence of (1.9). Indeed, pB((T
r
k )0f · (T rk )0g) = pB((T

r
k )0(f · g)) =

TA0 (f · g) = TA0 f · TA0 g.
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Moreover, any surjective homomorphism p
Ā,Â

: Ā → Â of Weil algebras deter-

mines the Weil algebra homomorphism p
B,B̂

: B = T Ā∗
0 R

m → T Â∗
0 R

m = B̂ defined

by

(1.12) (p
B,B̂

(T Ā0 f))(pĀ,Â(j
Āϕ)) = p

Ā,Â
(T Ā0 f(j

Āϕ))

for any jĀϕ ∈ T Ā0 R
m, which can be easily and directly verified.

2. A-covelocities determined by their values over

K = max{widthA, dimM} elements of regTAx M

In this section we prove that for any m-dimensional manifold M , every A-

covelocity TAx f ∈ TA∗
x M is determined by its values over arbitrary max{widthA,m}

regular and under the first jet projection linearly independent elements of TAx M .

We precise the partial result from the conference paper [18], in which we sketched

the proof of the fact that any A-covelocity is determined by its values over a linearly

independent series of 1-jets of regular elements from TAx M . We keep the basic idea

but we add an explicit formulation and rigorous construction of this determination

applicable particularly in the proof of the main rigidity result. We also discuss

properly the case of m > k mentioned in that paper.

Without loss of generality, A = D
r
k/I will be supposed in the so-called normal

form. The correctness of such assumption will be verified by the next lemma. The

ideal I is said to be normal if I = J ∨ 〈τj1 , . . . , τjk−l
〉 for another ideal J satisfying

J ⊆ 〈τi1 , . . . , τil〉
2, where {j1, . . . , jk−l}∪ {i1, . . . , il} = {1, . . . , k}. Further, A is said

to be in the normal form if I is normal. Clearly, the definition of normality can be

reduced to the condition I ⊆ N2
A in the case of widthA = k. It follows from the

comment after (1.1) that every Weil algebra is isomorphic to a normal one.

Lemma 2.1. Let t : A → Â be an isomorphism of Weil algebras. Then any

TAx f ∈ TA∗
x M is determined by its values over elements jAϕ1,x, . . . , j

Aϕh,x ∈ TAx M

if and only if T Âx f is determined by its values over t̃M (jAϕ1,x), . . . , t̃M (jAϕh,x).

P r o o f. Fix jAϕx ∈ TAx M , put j
Aηi = TAx f(j

Aϕi,x) and j
Aη = TAx f(j

Aϕx).

Then we represent the values of individual TAx f over j
Aϕx by the map ω : N

h
A → NA

assigning some jAη to each h-tuple (jAη1, . . . , j
Aηh). The same can be done with the

space T Âx M , the elements j
Âϕ̂i,x = t̃M (jAϕi,x), j

Âϕ̂x = t̃M (jAϕx), j
Âη̂i = t̃R(j

Aηi)

and jÂη̂ = t̃R(j
Aη), obtaining the map ω̂ : Nh

Â
→ N

Â
. To complete the proof it

suffices to put ω̂ = t̃R ◦ ω ◦ (t̃−1
M × . . .× t̃−1

M ), which follows from the commutativity

of morphisms with natural transformations. �
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Let B̃ be some Weil algebra of height r, q < r and B̃q denote the subordinate

Weil algebra obtained by truncating B̃ to the order q. By π
q,B̃

: B̃ → B̃q we denote

the projection homomorphism. Further, there is a homomorphism πq
s,B̃

: B̃q → B̃s

determined by π
q,B̃
and π

s,B̃
, which induces the natural transformation (π̃q

s,B̃
)M :

T B̃qM → T B̃sM .

Consider the Weil algebra B = R ⊕NB = D
r
m/J with NB = TA∗

0 R
m, see (1.11).

Recall that for A = D
r
k the algebra B is identified with D

r
m. Further, assume

widthA = k in almost all of this section with the exception of Remark 2.2 and

Corollary 2.1 at the very end.

In what follows, we need the cyclic permutations σ1, . . . , σm ∈ Sm considered

in the form of the permutation matrices denoted by the same symbols. By Sm we

denote the set of all permutations on {1, . . . ,m} and by Cm ⊆ Sm the set of all cycles

of length m. Further, for any permutation matrix σ, a real c and l ∈ {1, . . . ,m} let

us define the matrix σ(c, l) as

(2.1) σ(c, l) = d(1, cl, c2l, . . . , c(m−1)l) · σ,

where d(a1, . . . , am) denotes in general the matrix with elements a1, . . . , am on its

diagonal and zeros on the other positions. Clearly, σ(1, l) = σ.

Lemma 2.2. Let c /∈ {0, 1,−1}. Then the matrices σ(c, l) for σ ∈ Cm and

l = 1, . . . ,m form a linear basis of the Lie algebra gl(m,R).

P r o o f. The assertion is obtained from the assignment of an m2-dimensional row

vector to every matrix σ(c, l) read by rows and from the construction of the m2-th

order matrix with rows formed by σ1(c, 1), . . . , σ1(c,m), . . . , σm(c, 1), . . . , σm(c,m)

considered in the vector form. By a suitable permutation of columns of such matrix

we obtain a block-diagonal matrix. Expanding its determinant by its m-th order

diagonal blocks we obtain its value in the form of the product of m Van der Monde

determinants. This proves our claim. �

In what follows, A is supposed to be normal. Let B = D
r
m/J = R ⊕ TA∗

0 R
m be

the Weil algebra from (1.11). Further, let

TA0 f = pB ◦ (T rk )0f = pB

( r∑

i=1

(T rk )0f(i)

)
=

r∑

i=1

TA0 f(i)(2.2)

= pB((T
r
k )0f(r) + (T rk )0f

(r−1)) = TA0 f(r) + TA0 f
(r−1)

be some decomposition of TA0 f ∈ NB such that (T
r
k )0f(i) corresponds to a homoge-

nous polynomial of order i and (T rk )0f
(i) denotes the sum

i∑
j=1

(T rk )0f
(j).
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Let us denote by ιrk : D
1
k → D

r
k the canonical linear insertion of linear polynomials

into the linear support of Drk and by ι
r,m
k : (D1

k)
m → (Drk)

m the associated product

linear map. Further, consider the canonical linear insertion iA : D
1
k → A defined by

iA = pA ◦ ιrk. Recalling our assumptions of widthA = k and the normality of A we

deduce that this is a section with respect to π1,A : A → A1 ≃ D
1
k. Finally, consider

the product map imA : (D1
k)
m → Am associated to iA : D

1
k → A. Clearly, this is

a linear map again and since k = widthA, the space J1
0 (R

k,Rm)0 ≃ imA (J1
0 (R

k,Rm)0)

can be considered as a linear subspace of TA0 R
m. Clearly, ιrk = iDr

k
and ιr,mk = im

Dr
k
.

Let us consider jAη ∈ TA0 R ≃ NA in the form of j
Aη = TA0 f(j

Aϕ) for some jAϕ ∈

regTA0 R
m and TA0 f ∈ TA∗

0 R
m. Clearly, jAη can be decomposed (not necessarily

uniquely) to

jAη = pA(j
r
0η) = pA

( r∑

i=1

jr0η(i)

)
=

r∑

i=1

jAη(i)(2.3)

= pA(j
r
0η(r)) + pA(j

r
0η

(r−1)) = jAη(r) + jAη(r−1),

where jr0η(i) coincides with a homogenous polynomial of order i and j
r
0η

(i) with the

sum
i∑

j=1

jr0η(j). It follows from the jet composition formula applied to any (T rk )0f

from (2.2) that TA0 f(r) acts only on j
1
0ϕ ≃ imA (j10ϕ) and that T

A
0 f(r) affects only

jAη(r).

In the following investigations we will work with permutations, permutation ma-

trices and their associated linear maps. Clearly, any permutation ̺ ∈ Sm may

be via its permutation matrix identified with the linear transformation s̺ on R
m

defined by (x1, . . . , xm) 7→ (xσ(1), . . . , xσ(m)) and consequently with an element of

reg J1
0 (R

m,Rm)0. Analogously we can do with the matrices σ(c, l) determining the

linear transformations on R
m denoted by sσ(c,l).

The following modifications of σ and sσ are applied in Proposition 2.1, namely in

its second part concerning the case of m > k. Nevertheless, the principal part of

Proposition 2.1 and its proof will correspond to the case of m = k, for which we can

do only with σ and sσ.

As for m > k and σ ∈ Sm, denote by σ̃ : {1, . . . ,m} → {0, 1, . . . ,m} the map

assigning σ(l) to l for l ∈ {1, . . . , k} and 0 otherwise. Analogously to σ, the

map σ̃ can be identified with the linear transformation sσ̃ of R
m defined by the

assignment (x1, . . . , xm) 7→ sσ(x
1, . . . , xk, 0, . . . , 0). Finally, let us define the map

σ : {1, . . . , k} → {1, . . . ,m} by the assignment σ(l) = σ(l) for l = 1, . . . , k and the

map j : Rk → R
m by

(2.4) (x1, . . . , xk) 7→ (x1, . . . , xk, 0, . . . , 0).
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Clearly, σ can be identified with the linear map sσ : R
k → R

m defined by sσ = sσ̃ ◦ j

and consequently with the corresponding element of reg J1
0 (R

k,Rm)0. In other

words, we remove the last m − k columns from the matrix of the linear transfor-

mation sσ̃. The same can be done with the matrices σ(c, l), obtaining the matrices

σ(c, l) and linear maps Rk → R
m denoted by sσ(c,l) together with the corresponding

elements of J1
0 (R

k,Rm)0.

In order to be brief we simplify the notation from sσ to σ, from sσ̃ to σ̃ and

from sσ(c,l) to σ(c, l). As for matrices in general, we apply the same notation for

them and the associated linear transformations of numerical spaces as well as for the

corresponding 1-jets of zero-preserving maps.

Proposition 2.1. Let A be in the normal form, m > k = widthA and σ1, . . . , σm
be the cyclic permutations. Then every TA0 f(r) contained in decomposition (2.2) is

determined by its m images over imA (σ1), . . . , i
m
A (σm).

P r o o f. It follows from the deductions connected with (2.3) that for the purpose

of our proof we can consider

(2.5) TA0 f(r)(i
m
A (j

1
0ϕ)) ≃ TA0 f(r)(j

1
0ϕ)

instead of TA0 f(r)(j
Aϕ), keeping in mind the normal form of I. By Lemma 2.2,

a regular matrix j10ϕ ∈ reg J1
0 (R

m,Rm)0 is identified with some linear combination of

the matrices σ(c, l) from (2.1), i.e., j10ϕ = pσ,lσ(c, l) for suitable coefficients pσ,l ∈ R,

σ ∈ Cm and l = 1, . . . ,m.

In the first step, giving the principle idea of the proof, suppose m = k. In this

case σi = σi. Then for every c /∈ {−1, 0, 1} the value TA0 f(r)(j
1
0ϕ) can be expressed

in the form of

(2.6) TA0 f(r)(i
k
A(p

σ,lσ(c, l))), σ ∈ Ck and l = 1, . . . , k.

Fixing σ, the sum pσ,lσ(c, l) contained in (2.6) can be expressed in the form of

σ(1, l) · Dσ,c = σ · Dσ,c for some matrix Dσ,c having all elements zeros except the

diagonal ones. Clearly,

(2.7) Dσ,c = σ−1 · d(pσ,lc0·l, pσ,lc1·l, pσ,lc2·l, . . . , pσ,lc(k−1)·l) · σ,

where the components of the diagonal-like matrix in (2.7) are in the form of sums

for l = 1, . . . , k. Clearly, for a dense subset of Rk of all k-tuples (pσ,1, . . . , pσ,k), the

matrix Dσ,c ≃ ιr,kk (Dσ,c) ∈ GA. Applying (2.5) and recalling the notation (1.2) for
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automorphisms of Drk and the left action from (1.4), we deduce that for the dense

subset of Rk under discussion, every summand of (2.6) is of the form

(2.8) TA0 f(r)(i
k
A(σ ·Dσ,c)) = TA0 f(r)(l(ι

r,k
k (D−1

σ,c), i
k
A(σ))

= t
ι
r,k

k
(D−1

σ,c)
◦ TA0 f(r)(i

k
A(σ)) = TA0 f(r)(i

k
A(σ)) ◦ ι

r
k(Dσ,c).

The standard density argument and the coincidence of the expressions in the second

line of (2.8) prove our assertion for a fixed cycle σ ∈ Ck in the sum (2.6). Since

every partial summand from (2.6) corresponding to a fixed σ ∈ Ck corresponds to

a matrix of the same kind as σ in its nonzero positions, it follows from the well-

known jet composition formula that TA0 f(r) in (2.6) acts linearly and, consequently,

(2.6) can be divided into k summands corresponding to the individual cycles σ. This

completes the proof of the first step.

In the case of m > k, let us extend A to Ã = D
r
m/(I ∨ 〈τk+1, . . . , τm〉〈τ1, . . . , τm〉),

which is of width m. Further, A can be identified with

(2.9) Ā = D
r
m/(I ∨ 〈τk+1, . . . , τm〉),

adding formally m − k indeterminates. Clearly, there is the projection homomor-

phism p̄ : Ã → Ā ≃ A. Consider j10ϕ ∈ J1
0 (R

k,Rm)0, which can be also consid-

ered as an element of J1
0 (R

m,Rm)0. First we observe that for any c /∈ {−1, 0, 1}

the equality im
Ã
(j10ϕ) = im

Ã
(pσ,lσ(c, l)) is valid if and only if so is the equality

imA (j10ϕ) = imA (p
σ,lσ(c, l)) in which all σ ∈ Cm are considered. One can verify easily

that imA (j10ϕ) equals to the sum σ ·Dσ,c for σ ∈ Cm and the matrices Dσ,c obtained

from Dσ,c as their first diagonal blocks of order k. Further, T
A
0 f(r)(i

m
A (j10ϕ)) =

TA0 f(r)(i
m
A (pσ,lσ(c, l))) = p̄ ◦ T Ã0 f(r)(i

m

Ã
(pσ,lσ(c, l))).

Applying the first step of the present proof to Ã we obtain the above expres-

sion in the form of the sum p̄ ◦ T Ã0 f(r)(l(ι
r,m
m (D−1

σ,c)), i
m

Ã
(σ)) = p̄ ◦ (tιr,m

k
(D−1

σ,c)
◦

T Ã0 f(r)(i
m

Ã
(σ))) = p̄ ◦ T Ã0 f(r)(i

m

Ã
(σ)) ◦ ιrm(Dσ,c) (for σ ∈ Cm) on the dense subset

of all m2-tuples consisting of the coefficients pσ,l. It is easy to see that this expres-

sion equals to TA0 f(r)(i
m
A (σ))◦ιrk(Dσ,c). Thus we have proved that T

A
0 f(r)(i

m
A (j10ϕ)) is

really determined by the values TA0 f(r)(i
m
A (σ)) and the coefficients Dσ,c constructed

from Dσ,c. This completes the proof. �

Proposition 2.2. Let m = dimM , A = D
r
k/I, k = widthA and K = max{k,m}.

Then every TAx f ∈ TA∗
x M is determined by its values over arbitrary, in the first jet

projection linearly independent regular elements jAϕ1,x, . . . , j
AϕK,x ∈ TAx M .

P r o o f. First assume m > k. We prove that for every TA0 f ∈ TA∗
0 R

m and jAϕ ∈

TA0 R
m, the value TA0 f(j

Aϕ) = jAη is determined by m values TA0 f(i
m
A (σi)). For s =
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1, . . . , r− 1 consider the chain of Weil algebra homomorphisms πs,As+1
: As+1 → As

of truncated Weil algebras associated to A = Ar, recalling the notation introduced

immediately after the proof of Lemma 2.1. Further, consider the corresponding

chain of Weil algebra homomorphisms πs,Bs+1
: Bs+1 → Bs setting Bs = TAs∗

0 R
m,

see (1.12). By Proposition 2.1, for any s = 1, . . . , r the map TAs

0 f(s) is determined

by its m values over imA (σi) and consequently over πs,A ◦ imA (σi).

In the first step observe that TA0 f is determined by its m values over i
m
A (σi) up to

TA1

0 f(1) = TA1

0 f (1), which is actually determined by its values over π1,A◦imA (σi) = σi.

We step by step particularize the determination of TA0 f by its values over i
m
A (σi) by

means of TAs

0 f = TAs

0 f (s), increasing s up to r.

More exactly, let us deduce the (s+1)-st step from the assumption of TAs

0 f being

determined by its values over imA (σi). Consider T
A
0 f as an element of T

As

0 f =

TAs

0 f (s) ∈ Bs and some of its decomposition (2.2) together with the corresponding

decomposition (2.3) of jAη. We observe from the well-known jet composition formula

that TA0 f(s) affects not only j
Aη(s) but also j

Aη(t) for any s 6 t 6 r. However, the

remainder of jAη in the form of jA̺s+1 = TA0 f(j
Aϕ) − TA0 f

(s)(jAϕ) is affected

only by TA0 f(t) for t > s + 1. Then jA̺s+1 is determined exactly by the values of

TA0 f(s+1) over i
m
A (σi) and consequently, j

A
s+1η

(s+1) is determined by the values of

TAs+1f (s+1) = T
As+1

0 f over imA (σi).

Replacing Rm byM , 0 by x and applying TAx f(j
Aϕx) = TA0 (f ◦u−1

x )◦ jA(ux ◦ϕx)

for any coordinate map ux : Mx → R
m
0 completes the proof for m > k. For m < k

the assertion is obtained immediately if we identify every f : M → R with the map

f̂ : M × R
k−m → R defined by f̂(x, y) = f(x). �

Remark 2.1. An element jAϕx ∈ TAx M is said to be regular if near 0 ∈ R
k and

for k 6 m the map ϕx is an immersion while for k > m it is a submersion.

Remark 2.2. In Proposition 2.2, the assumption of widthA = k may be omit-

ted. To verify this assertion, assume m > h > k = widthA and consider Â =

D
r
h/(I ∨ 〈τk+1, . . . , τh〉). We remark that for h = m the algebra Â coincides with

Ā from (2.9). Let j : R
k → R

h be the map defined in (2.4), substituting h for m.

Clearly, the map t : A → Â defined by the assignment jAη 7→ jÂη̂ for any jÂη̂

satisfying η = η̂ ◦ j is an isomorphism. Applying Lemma 2.1 we immediately deduce

our claim formulated as follows.

Corollary 2.1. Let A = D
r
k/I be a Weil algebra, dimM = m and m > k. Then

every TAx f ∈ TA∗
x M is determined by its values overm arbitrary linearly independent

regular elements j10ϕ1,x, . . . , j
1
0ϕm,x ∈ J1

0 (R
k,M)x.

In the very end of the present section we give a lemma applied in the proof of the

main rigidity result below.
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Lemma 2.3. Let t̃M : TA1M → TA2M be the natural equivalence induced by an

isomorphism t : A1 → A2 and t̃x,M be its restriction to T
A1
x M . Then for any x ∈M

there is an isomorphism t∗x,M : TA1∗
x M → TA2∗

x M defined by one of the following

two mutually equivalent conditions:

(1) t∗x,M (TA1
x f)(t̃M (jA1ϕx)) = t ◦ TA1

x f(jA1ϕx) for any j
A1ϕx ∈ TA1

x M ,

(2) t∗x,M (TA1
x f) = TA2

x f = t ◦ TA1
x f ◦ t̃−1

x,M .

P r o o f. First we recall that any natural transformation of Weil functors covers

the identity on base manifolds (see [8]). The equivalence of the conditions (1), (2)

follows from the commutativity of natural transformations with morphisms and the

surjectivity of tx,M : TA1
x M → TA2

x M . Further, every t∗x,M : TA1∗
x M → TA2∗

x M

is an isomorphism of Weil algebras. In order to verify this we check that t∗x,M
is a homomorphism, i.e., (TA2

x f1 · TA2
x f2)(j

A2ϕx) = t ◦ (TA1
x f1 · TA1

x f2)(j
A1ϕx)

for any jA1ϕx ∈ TA1
x M and jA2ϕx = tx,M (jA1ϕx). Applying (1.8) and the com-

mutativity of natural transformations with morphisms we immediately verify that

(TA2
x f1·T

A2
x f2)(j

A2ϕx) = TA2

(0,0)µ◦(T
A2
x f1(j

A2ϕx), T
A2
x f2(j

A2ϕx)) = TA2

(0,0)µ◦(T
A2
x f1◦

t̃x,M (jA1ϕx), T
A2
x f2 ◦ t̃x,M (jA1ϕx)) = TA2

(0,0)µ ◦ t̃R2 (TA1
x f1(j

A1ϕx), T
A1
x f2(j

A1ϕx)) =

t ◦ TA1

(0,0)µ (T
A1
x f1(j

A1ϕx), T
A1
x f2 (jA1ϕx)) = t ◦ (TA1

x f1 · TA1
x f2)(j

A1ϕx). Since t
∗
x,M

is obviously invertible, it is really an isomorphism. �

3. The general rigidity result

In the present section we prove the general rigidity result TA∗M ≃ T r∗M ≃

P rM [N r
m, l]. Besides Proposition 2.2 and its corollary we essentially apply the so-

called rigidity of universally reparametrizable Weil algebras, formulated and proved

in Proposition 4.1 below. The proof for the lower-dimensional cases ofM is obtained

by means of an essential application of Proposition 2.2 as well.

In the next Proposition 3.1 we are searching for a Weil algebra whose nilpotent

ideal coincides with TA∗
0 R

m. In Subsection 1.2 before Lemma 1.1 and in Section 2

before (2.2) it was denoted by B and its defining ideal by J . Nevertheless, in the

proof of Proposition 3.1 we use those symbols in a different meaning for convenience.

Unlike the notation introduced after Lemma 2.1, the indices by symbols like Bi do

not indicate subordinate Weil algebras but only their indexing.

In the whole section we assume heightA = r. We will also work with the subalge-

bras Dr(i1,...,il) ⊆ D
r
k consisting of polynomials in indeterminates τi1 , . . . , τil only. For

the next proof, we recall the linear map ιrk : D
1
k → D

r
k, its associated product map

ιr,mk : (D1
k)
m → (Drk)

m, the linear map iA : D
1
k → A defined by iA = pA ◦ ιrk and its

associated product map imA : (D1
k)
m → Am, all defined between (2.2) and (2.3).
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Proposition 3.1. For m > widthA and heightA = r the algebraic structure of

TA∗
0 R

m coincides with the nilpotent ideal N r
m of the jet algebra D

r
m.

P r o o f. It follows from Lemma 2.3 applied to A and Ā defined by (2.9) that

without loss of generality A can be assumed in the form of Drm/I. Consider T
A
0 f ∈

TA∗
0 R

m in the form of the sum

(3.1)
1

α!
aαT

A
0 prαRm , 1 6 |α| 6 r,

where prα
Rm : R

m → R denotes a monomial constructed from the projections

pr1
Rm , . . . , prmRm : R

m → R corresponding to a multiindex α. We prove that all

aα are necessary for determining T
A
0 f .

(i) In the first step consider TA0 f
∣∣Orb(AutA, jA idRm), which can be identified with

jAf = TA0 f(j
A idRm) (see (1.5)). Put TA0 f(j

A idRm) = jA(aατ
α/α!) = [aατ

α/α!]I .

This identification determines the coefficients aα up to the decomposition classes

[(aα)|α|6r]I corresponding to the I-classes [(aατ
α/α!)]I . Notice that in the case of

monomial A all aα are uniquely determined except those corresponding to τ
α ∈ I

which may be for present arbitrary.

(ii) Given jAϕ ∈ NA we deduce that Orb(AutA, jAϕ) = NA implies A = D
r
m.

It is easy to see that our claim is equivalent to GA = Grm. This follows from the

definition of GA and GA, the latter being identified with the stabilizing subgroup

St(A) ⊆ Grm of all elements from A and from the identification GA/GA ≃ AutA

(see (1.3)). Thus every jr0g ∈ Grm determines an A-admissible A-velocity. Applying

Proposition 4.1 from Section 4 with m substituted for k yields immediately A = D
r
m.

(iii) In the case of A 6= D
r
m, select j

Aψ /∈ Orb(AutA, jA idRm). Further, consider

some jr0ψ0 ∈ jAψ. Put J = I ◦ (jr0ψ0)
−1 and B = D

r
m/J . Clearly, (j

r
0ψ0)

−1

determines an A-admissible B-velocity and consequently a natural equivalence t̃jr
0
ψ0

:

TA → TB.

Then the commutativity of natural transformations with morphisms yields

TA0 f(j
Aψ) = TB0 f(j

B idRm) ◦ jr0ψ0 and consequently jBf = TB0 f(j
B idRm) =

TA0 f(j
Aψ) ◦ (jr0ψ0)

−1. For jr0ψ0 we select ι
r,m
m (σ) for some cycle σ ∈ Cm. Then the

coefficients aα of T
A
0 f are determined up to the decomposition J-classes [(aα)|α|6r]J

corresponding to [(aατ
α/α!)]J = jB(aατ

α/α!) and consequently to the decomposi-

tion I ∩ J-classes [(aα)|α|6r]I∩J corresponding to j
C(aατ

α/α!), if we denote by C

the Weil algebra Drm/I ∩ J .

(iv) Conversely, consider TB0 f . We identify T
B
0 f

∣∣Orb(AutB, jB idRm) with jBf =

TB0 f(j
B idRm) analogously as in (i). This enables us to determine the coefficients

aα of T
B
0 f up to the decomposition classes [(aα)|α|6r]J corresponding to the J-

classes [(aατ
α/α!)]J ≃ jB(aατ

α/α!). Further, consider jr0ψ0 from (iii) and its in-
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verse jr0ψ
−1
0 . This is an ι

r,m
m -image of some cycle again, which follows from the

definition of ιr,mk presented after (2.2) and the coordinate expression of the mul-

tiplication in Grm. Clearly, j
r
0ψ0 determines a B-admissible A-velocity and hence

a natural equivalence t̃jr
0
ψ−1

0

: TB → TA. Then the commutativity of natural trans-

formations with morphisms yields TB0 f(j
Bψ−1) = TA0 f(j

A idRm) ◦ jr0ψ
−1
0 and conse-

quently jAf = TA0 f(j
A idRm) = TB0 f(j

Bψ) ◦ (jr0ψ0).

Analogously as in (iii) we obtain that the coefficients of TB0 f are determined

by its evaluation over jB idRm and jBψ−1
0 up to the decomposition I ∩ J-classes

[(aα)|α|6r]I∩J corresponding to j
C(aατ

α/α!) for C = D
r
m/I ∩ J again.

(v) Consider the elements jr0ψi = ιr,mm (σi) for all cycles σi ∈ Cm. Then j
r
0 idRm

coincides with jr0ψ1 in this notation, while j
r
0ψ0 from (iii) corresponds to the

minimal i ∈ {1, . . . ,m} and ιr,mm (σi) for which p̃A,Rm ◦ ιr,mm (σi) = imA (σi) /∈

Orb(AutA, jA idRm). For each jr0ψi we put Ji = I ◦ (jr0ψi)
−1 and Bi = D

r
m/Ji.

We step by step particularize the coefficients aα of T
A
0 f from (3.1). We do so

with the coefficients of TBi

0 f and thus extend the step (iv), applying the fact of

{ιr,mm (σ) : σ ∈ Cm} being closed with respect to inverses in Grm. We conclude that

the coefficients of the individual elements TBi

0 f , i = 1, . . . ,m, are determined up

to the J1 ∩ . . . ∩ Jm-classes [(aα)|α|6r]J1∩...∩Jm
corresponding to jC(aατ

α/α!) for

C = D
r
m/J1 ∩ . . . ∩ Jm.

(vi) Applying Proposition 2.2 and Corollary 2.1 we conclude after m steps that

every element of the form (3.1) with the set of the coefficients (aα)|α|6r contained

in a J1 ∩ . . . ∩ Jm-class [(aα)|α|6r]J1∩...∩Jm
≃ jC(aατ

α/α!) determines each of the

maps TBi

0 f . Moreover, each of TBi

0 f coincides with TC0 f for C = D
r
m/J1 ∩ . . .∩ Jm.

This follows from the fact that the maps TBi

0 f mutually coincide and that they

respect Ji-classes. Further, suppose J = J1 ∩ . . . ∩ Jm 6= {jr00Rm}. By (ii) there is

jr0χ ∈ Grm such that J ◦(j
r
0χ)

−1 6⊆ J . This enforces another limiting condition on the

coefficients aα from (3.1). Nevertheless, this is a contradiction with Proposition 2.2

and Corollary 2.1.

(vii) In the final step we are to verify the algebraic isomorphism TA∗
0 R

m ∼= N r
m.

Its existence is obtained directly from TA∗
0 R

m = T
D

r
m

0 R
m and Lemma 1.1. This

completes the proof. �

Remark 3.1. The assumption of heightA = r has been applied in (ii) by means

of Proposition 4.1 from Section 4. This assumption is necessary for its validity and

it is explicitly formulated there.

Let us return to the notation B = R⊕TA∗
0 R

m = D
r
m/J . Clearly, B = D

r
m for any

m > k. In what follows, consider the subalgebras A(i1,...,im) = pA(D
r
(i1,...,im)). We

prove the coincidence of B with D
r
m for m < widthA.
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Proposition 3.2. Form < k = widthA and heightA = r, the algebraic structure

of TA∗
0 R

m coincides with the nilpotent ideal N r
m of D

r
m.

P r o o f. We prove that every TA0 f ∈ TA∗
0 R

m, obviously identified with TA0 f̂ :

TA0 R
m × TA0 R

k−m → TA0 R free of the second set of arguments, coincides with

(aα/α!)T
A
0 prα

Rm from (3.1), satisfying aα = 0 whenever α contains an index from

the set {m+ 1, . . . , k}. We make the most of the fact that TA0 f̂ is determined by its

values over ikA(σ1), . . . , i
k
A(σk) for the cycles σi ∈ Ck and analogously we do with the

restrictions of TA0 f to A
m
(σ(1),...,σ(m)), cycling σ(1), . . . , σ(m). Clearly, the restrictions

of TA0 f to A
m
(σ(1),...,σ(m)) under discussion are identified with the restrictions of T

A
0 f̂

to Am(σ(1),...,σ(m)) ×Ak−m(σ(m+1),...,σ(k)).

For every σ ∈ Ck, define the ideal Jσ ⊆ D
r
m by

(3.2) Jσ(t1, . . . , tm) = (I ◦ σ ∨ 〈τσ(m+1), . . . , τσ(k)〉) ∩ D
r
m(τσ(1), . . . , τσ(m)),

where t1, . . . , tm denote the indeterminates τσ(1), . . . , τσ(m) and 〈τσ(m+1), . . . , τσ(k)〉

denotes the ideal in D
r
k generated by τσ(m+1), . . . , τσ(k). Briefly speaking, we have

substituted t1 = τσ(1), . . . , tk = τσ(k) for τ1, . . . , τk in I and joining I ◦ σ obtained in

this way with 〈τσ(m+1), . . . , τσ(k)〉 we receive an ideal of width m which can be con-

sidered only in t1, . . . , tm after the obvious renaming of the indeterminates presented

above. Finally, we put Bσ = D
r
m/Jσ.

The elements TA0 f restricted to A
m
(σ(1),...,σ(m)) can be identified with the elements

TBσ

0 f and so can be the corresponding restrictions of TA∗-maps with TBσ∗-maps. By

the partial rigidity result obtained in Proposition 3.1, the algebra of such elements

coincides with the nilpotent ideal N qσ
m ⊆ D

qσ
m , putting qσ = heightA(σ(1),...,σ(m)).

Nevertheless, for the restrictions of TA0 f̂ to A
m
(σ(1),...,σ(m)) × Ak−m(σ(m+1),...,σ(k)) the

coefficients aα corresponding to α satisfying α ∩ {m + 1, . . . k} 6= ∅ may be put to

zero.

This step can be done with every σ ∈ Ck. Clearly, the coefficients aα corre-

sponding to α ∩ {m+ 1, . . . , k} 6= ∅ may be put to zero in all of those cases. Since

every TA0 f under discussion, identified with T
A
0 f̂ free of the second argument, is by

Proposition 2.2 determined by its values over ikA(σ1), . . . , i
k
A(σk), the coefficients aα

containing any index from {m+1, . . . , k} are really zeros and our claim is proved. �

We state the general rigidity result in the following theorem.

Theorem 3.1. Let A = D
r
k/I, heightA = r and N r

m be the nilpotent ideal of D
r
m.

Further, let l : Grm ×N r
m → N r

m be the left action defined by

(3.3) l(jr0g, j
r
0α) = jr0(α ◦ g−1).
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Then the system of spaces TA∗M and TA∗-maps from (1.6) over m-dimensional

manifolds and local diffeomorphisms forms the natural bundle P rM [N r
m, l] identified

with the r-th order covelocities bundle T r∗M .

P r o o f. In the context of the general theory of natural bundles (see [8]) consider

the formula

(3.4) l(jr0g, T
A
0 f) = TA0 (f ◦ g−1).

Further, any TAx f is identified with {jr0αx, T
A
x f ◦ (TA0 αx)} = {jr0αx, T

A
0 (f ◦ αx)}

and conversely {jr0αx, T
A
0 f} is identified with T

A
x (f ◦ α−1

x ). The fact that {jr0αx ◦

jr0g, T
A
0 (f ◦ g)} and {jr0αx, T

A
0 f} determine the same element of T

A∗
x M implies the

identification TA∗
x M ≃ P rxM [TA∗

0 R
m, l] with l defined by (3.4).

As for morphisms, it is easy to verify that the maps TA∗g correspond to the

morphisms of associated bundles which are of the form {P rg, idTA∗

0
Rm}.

Let us denote by ω : TA∗
0 R

m → N r
m the algebraic identification introduced by

(3.1) and verified by the proofs of Proposition 3.1 and Proposition 3.2. Clearly, ω is

of the form TA0 f
∼= (1/α!)aαT

A
0 prα

Rm
∼= (1/α!)aατ

α, 1 6 |α| 6 r.

Checking the equivariancy of ω with respect to (3.3) and (3.4), which reads ω ◦

l(jr0g, T
A
0 f) = l(jr0g, ω(T

A
0 f)), completes the proof. �

Corollary 3.1. For A = D
r
k/I the system of spaces J

A(M,N) and their JA(g, h)-

maps (see (1.7)) is identified with the jet functor Jr.

P r o o f. For anyM ∈ Obj(Mfm) consider the bundle functor GM : Mf → FM

defined by GMN = Jr(M,N) on objects and by GMh = Jr(idM , h) on mor-

phisms. From the point of view of the objects, it follows from Theorem 3.1 that

Jr(M,N) = GMN = P rN [(T r∗M)n, lM ] = P rN [(TA∗M)n, lM ], where lM : Grn ×

(T r∗M)n → (T r∗M)n is defined by lM (jr0g, T
r
xf) = T r0 g ◦ T

r
xf = TA0 g ◦ T

A
x f . There-

fore Jr(M,N) = JA(M,N). For morphisms, we have JA(g, h)(TAx f) = TA
g(x)(h ◦

f ◦ g−1) = Jr
g(x)(h ◦ f ◦ g−1) = Jr(g, h)(jrxf). By g

−1 we denote the inverse to g

considered near x. �

4. The rigidity of universally reparametrizable Weil algebras

Let us consider a Weil algebra invariant to all reparametrizations. A Weil alge-

bra of this property will be said to be universally reparametrizable. The following

proposition states the rigidity of such Weil algebras.

313



Proposition 4.1. Let A = D
r
k/I be a Weil algebra considered in the polynomial

form R[τ1, . . . , τk]/I. Further, let any local diffeomorphism f : R
k
0 → R

k
0 deter-

mine an A-admissible A-velocity. Then the existence of a nonzero jr0η ∈ I implies

〈τ1, . . . τk〉r ⊆ I. In particular, A = D
r
k whenever heightA = r.

P r o o f. First we observe that the second assertion is a direct consequence of

the first one. Indeed, 0 6= jr0η ∈ I implies 〈τ1, . . . τk〉r ⊆ I. Nevertheless, this is

a contradiction with heightA = r.

As for the first assertion, we prove by induction with respect to l that the exis-

tence of a nonzero jr0η ∈ I ∩D(i1,...,il) implies 〈τi1 , . . . , τil〉
r ⊆ I for any l-elementary

subset {i1, . . . , il} of {1, . . . , k}. Clearly, the polynomial jr0η may be assumed to

be from 〈τi1 , . . . , τil〉
r. First we observe that for any permutation σ of {1, . . . , k}

and any polynomial p under discussion it holds that p(τσ(1), . . . , τσ(k)) ∈ I when-

ever p(τ1, . . . , τk) ∈ I independently of p being a polynomial of exactly k or less

indeterminates. A symmetry of this kind follows immediately from the universal

reparametrization property of A.

The first step corresponding to l = 1 is trivial. As for the induction step, suppose

the assertion being satisfied for l 6 k. Further, assume i1 = 1, . . . , il = l and jr0η

in the form of a polynomial p ∈ I in indeterminates τ1, . . . , τl+1. The proof will be

divided into two steps.

(a) Let p be a monomial. The cases of r = 1 and k = 1 are trivial. One observes

easily that it suffices to discuss l only up to K = min{k, r}. In the induction step

we can suppose p without loss of generality in the form of τhl+1τ
s−h
l qr−s(τ1, . . . , τl−1)

for some h 6 1 and h < s, where s ∈ {2, . . . , r − l + 1} and qr−s(τ1, . . . , τl−1) is

a monomial of order r − s in the indicated indeterminates exactly. Consider s + 1

reparametrizations of the form

(4.1) τl+1 7→ cjτl+1 + τl, τl 7→ τl, . . . , τ1 7→ τ1, j = 0, 1, . . . , s.

By the universal reparametrization property we have the following system of s + 1

elements from I whose h-th element, h = 0, . . . , s, is of the form

(4.2) (chτl+1 + τl)
sqr−s(τ1, . . . , τl−1) = qr−s(τ1, . . . , τl−1)

s∑

j=0

(
s

j

)
chjτ jl+1τ

s−j
l .

We show that for j = 0, 1, . . . , s each monomial τ jl+1τ
s−j
l qr−s(τ1, . . . , τl−1) is an

element of I provided p is. In other words, we show that each monomial τ jl+1τ
s−j
l

can be expressed in the form a linear combination of (τl+1 + τl)
s, . . . , (csτl+1 + τl)

s.

Consider the matrix of the coefficients of the monomials qr−s(τ1, . . . , τl−1) · τ
j
l+1τ

s−j
l
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from the right-hand sides of the system (4.2). Its determinant equals to

(4.3)

(
s

0

)(
s

1

)
. . .

(
s

s

)
detM(s, c),

where the matrix M(s, c) = (m(s, c))i,j is defined by (m(s, c))i,j = c(i−1)(j−1).

We particularly obtain that τsl · qr−s(τ1, . . . , τl−1) ∈ I and conclude that p ∈ I

implies that every monomial in the indeterminates τ1, . . . , τl only is an element of I.

The same holds for all monomials in arbitrary l indeterminates.

Now we are to deduce that if any monomial of order r in τ1, . . . , τl is an element

of I, then so is any monomial in τ1, . . . , τl+1. However, one can deduce that applying

the set of s+ 1 reparametrizations

(4.4) τl+1 7→ τl+1, τl 7→ cjτl+1 + τl, . . . , τ1 7→ τ1, j = 0, 1, . . . , s

and the deductions connected with (4.2) applied in the converse direction, i.e., from

j = 0 to other cases of j.

(b) Without loss of generality, p may be assumed to be a sum of t monomials of

order r, otherwise p could be multiplied by some monomial truncating the monomials

of the maximal degree in the sum and consequently reducing its length. Iterating this

step we would obtain either a sum of monomials of the same degree or one monomial,

which would lead to the step (a). Consider p in the form of q ·p1+p2 for a monomial

q in τ1, . . . , τl+1 exactly, a sum p1 of t1 monomials in the same indeterminates in

which at least one summand does not contain τl+1 and a residual sum of monomials

in the indeterminates τ1, . . . , τl only.

Let us denote by s the maximal degree of τl+1 in p. For c 6= 0, take the

reparametrization τl+1 7→ cτl+1, τl 7→ τl, . . . , τ1 7→ τ1 and the polynomial p̄ obtained

from p by such reparametrization. Clearly, the polynomial p̄− csp ∈ I and there is

a nonzero c ∈ R such that p̄− csp 6= jr00. Clearly, its length is shorter than that of p.

Iterating this step we achieve either a polynomial in τ1, . . . , τl only or a monomial

in the indeterminates τ1, . . . , τl+1, both of them being elements of I. The first case

coincides with the already proved step in the induction proof, while the second one

leads to the case (a). �
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