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TUBE-MPC FOR A CLASS OF UNCERTAIN
CONTINUOUS NONLINEAR SYSTEMS
WITH APPLICATION TO SURGE PROBLEM

Masoud Taleb Ziabari, Mohammad Reza Jahed-Motlagh, Karim Salahshoor,
Amin Ramezani and Ali Moarefianpour

This paper presents a new robust adaptive model predictive control for a special class of
continuous-time non-linear systems with uncertainty. These systems have bounded disturbances
with unknown upper bound, as well as constraints on input states. An adaptive control is used in
the new controller to estimate the system uncertainty. Also, to avoid the system disturbances, a
H∞ method is employed to find the appropriate gain in Tube-MPC. Finally, a surge avoidance
problem in centrifugal compressors is solved to show the efficiency and effectiveness of the
proposed algorithm.

Keywords: robust control, adaptive control, H∞ method, tube-MPC, surge
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1. INTRODUCTION

Predictive controllers are widely used in control industrial systems [1, 13]. Given the fact
that, most operational systems are non-linear and bounded, predictive controllers are
used on the basis of linear or non-linear models with uncertainty [9, 10, 12]. One reason
for this condition is that non-linear predictive control algorithms lead to non-convex,
non-linear optimization problems; which the solution requires reiterative methods with
extended calculation times [13]. In addition, the convergence region of this kind of
algorithms is qualitative, which increases online calculation time. On the other hand,
the linear model and square cost function can lead to a convex square optimization
problem that can be solved easily for predictive control algorithms. However, in many
systems, the nonlinear effects cannot be ignored. In these conditions, the system can
be approximated by a linear model and be considered on the scope approximation error
[15, 16, 17]. Predictive control has a strong advantage: it can consider constraints
explicitly in the problem, but it cannot explicitly calculate the model uncertainty in the
formulation. Using robust predictive control methods, uncertainty in the process model
can be explicitly combined with the problem [2, 3, 11, 22]. Since, model predictive
control (MPC) is a popular and effective approach to design controller in different areas
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[4, 6]. Adaptive method is used to compensate the parametric uncertainty and stabilize
the controller against disturbances applied to the system [5].

Modeling the system is a major prerequisite in predictive control design. Also, the
model accuracy plays an important role in controller performance. Practically, the
systems have uncertainty in models, which should be considered in designing robust
controller in order to guarantee the stability of the closed-loop system throughout the
uncertainty scope. In this paper, a new controller is designed for a special class of
non-linear systems using Tube-MPC, a model predictive controller that can control
the system even when the model and the process are not matched. Then, system’s
uncertainty is approximated by an adaptive controller. Finally, a H∞ method is used
to find the ancillary controller gain in Tube-MPC. This leads to a controller robust to
disturbances.

This paper is composed of the following sections: Section two presents some prelimi-
naries. Section three presents the new robust adaptive Tube-MPC. Section four designs
a robust adaptive Tube-MPC to stabilize the compressor system and by a simulation, it
proves the efficiency of the controller. Finally, section five concludes the paper.

2. PRELIMINARIES

Consider the following continuous nonlinear system

ẋ (t) = f (x (t) , u (t) , w (t)) . (1)

Where x (t) ∈ Rnx shows the system states, u (t) ∈ Rnu is the control input, The signal
w (t) ∈ Rnw is the disturbance or model-plant mismatch, which is unknown but bounded,
and lies in a compact set,

W = {w (t) ∈ Rnw | ‖w‖ ≤ wmax} . (2)

The system has the following limitations

x (t) ∈ X, u (t) ∈ U, ∀ t > 0. (3)

Where, X ⊂ Rnx is bounded and U ⊂ Rnu is compact [20]. The following lemma
provides us a way to construct a robust control invariant set for the system (1).

Lemma 2.1. (Yu et al. [20]) Let S : Rnx → [0,∞) be a continuously differentiable
function and α1 (‖x‖) < S (x) < α2 (‖x‖), where α1, α2 are class k∞ functions. Suppose
u : R→ Rnu is chosen, and there exit λ > 0 and µ > 0 such that

Ṡ (x) + λS (x)− µwT (t)w (t) ≤ 0. (4)

With x ∈ X, d ∈ D. Then, the system trajectory starting from x (t0) ∈ Ω ⊆ X, will
remain in the set Ω, where

Ω =
{
x ∈ Rnx | S (x) ≤ µw2

max

λ

}
. (5)
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Lemma 2.2. (Poursafar et al. [15]) Let M,N be real constant matrices and P be a
positive matrix of compatible dimensions. Then

MTPN +NTPM ≤ εMTPM + ε−1NTPN. (6)

Holds for any ε > 0.

3. ROBUST ADAPTIVE TUBE-MPC

Consider the following continuous nonlinear system

ẋ (t) = Ax (t) +Bu (t) + f (x) θ + d (t) . (7)

Where x (t) ∈ Rnx shows the system states, u (t) ∈ Rnu is the control input, f (x) :
Rnx → Rnθ is the continuous nonlinear function, θ (t) ∈ Rnθ denotes uncertainty in
the system, and d (t) ∈ Rnx shows bounded and unknown system disturbances. The
disturbances are considered in the following set

D = {d (t) ∈ Rnx | ‖d‖ ≤ dmax} . (8)

The system has the following limitations

x (t) ∈ X, u (t) ∈ U, ∀ t > 0. (9)

Where, X ⊂ Rnx is bounded and U ⊂ Rnu is compact. Now, the nominal model of the
system is given as

ẋ (t) = Ax (t) +Bu (t) + f (x) θ̂. (10)

Where x (t) ∈ Rnx shows the nominal model states, u (t) ∈ Rnu is the control input of
nominal model and θ̂ (t) ∈ Rnθ is estimator of uncertainty in the system. By defining
the cost function as

J
(
x, u

)
=
∫ tk+Tp
tk

(
x
(
τ ;x
(
tk
)
, tk
)T
Qx
(
τ ;x
(
tk
)
, tk
)

+ u
(
τ ;x
(
tk
)
, tk
)T

Ru
(
τ ;x
(
tk
)
, tk
))

dτ .
(11)

Where, Tp is prediction horizon. We can solve the following problem to find u (t)

minimize J (x̄ (tk) , ū (0; x̄ (tk) , tk))
ū (0; x̄ (tk) , tk)

subject to
˙̄x (τ ; x̄ (tk) , tk) = Ax̄ (τ ; x̄ (tk) , tk) +Bū (τ ; x̄ (tk) , tk) + f (x̄ (τ ; x̄ (tk) , tk)) θ̂ (tk)

x̄ (τ ; x̄ (tk) , tk) ∈ X̄, τ ∈ [tk, tk + Tp]
ū (τ ; x̄ (tk) , tk) ∈ Ū , τ ∈ [tk, tk + Tp] .

(12)
Where X̄ ⊂ Rnx , Ū ⊂ Rnu and ū (0; x̄ (tk) , tk) are the given control inputs from x̄ (tk)
state in tk, and x̄ (0; x̄ (tk) , tk) is (10) nominal system trajectory, started from state in
and control input.
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Problem (12) is solved in discrete time with a sample time of δ, and the nominal
control during the sample interval δ is

ū (τ) = ū∗ (τ ; x̄∗ (tk) , tk) , τ ∈ [tk, tk + δ] . (13)

Where ū∗ (τ ; x̄∗ (tk) , tk) shows the optimum solution of the optimization problem in
tk, and x̄∗ (τ ; x̄∗ (tk) , tk) is the nominal system trajectory. Should note that ū (τ) is
obtained from the problem (12) and to solve the optimization problem (12), is used
θ̂ (tk) that also θ̂ (tk) will follow the adaptive law which subsequently will be achieved
in the proof process.

The overall applied control input for the actual system (7) during the sampling in-
terval δ consequently is

u (τ) = ū (τ) +Ke (τ) , τ ∈ [tk, tk + δ] . (14)

Where K ∈ Rnu×nx shows gain of state feedback and error is defined as

e (t) = x (t)− x̄ (t) . (15)

According to (7), (10) and (14), the dynamic error equation is given as

ė (t) = (A+BK) e (t) + f (x (t)) θ − f (x̄ (t)) θ̂ + d (t) . (16)

By defining θ̃ = θ − θ̂, we have

ė (t) = (A+BK) e (t) +Bww (t) . (17)

Where

g (t) = (f (x (t))− f (x̄ (t))) θ̂ + d (t) , w (t) =
[

θ̃
g (t)

]
, Bw =

[
f (x (t)) Inx×nx

]
.

(18)

Lemma 3.1. Suppose that there exit positive definite matrix X ∈ Rnx×nx , non-square
matrix Y ∈ Rnu×nx , and scalars α > 0, β > 0, λ > 0, η > 0, ε = αλ

ηβ and µ = λ
η(1+β)

such that
(AX +BY )T +AX +BY + (α+ λ)X ≤ 0 (19)

X ≤ 1
ε
I. (20)

Then, the set Ω =
{
e ∈ Rnx | S

(
e, θ̃
)
≤ µw2

max
λ

}
is a robust invariant set for the error

system (17), where

S
(
e (t) , θ̃

)
= eT (t)Pe (t) +

1
η
θ̃
T
θ̃ (21)

P = X−1,K = Y X−1. (22)
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P r o o f . According to Lemma 2.1, for system (17) we have

Ṡ
(
e (t) , θ̃

)
+ λS

(
e (t) , θ̃

)
− µwT (t)w (t) ≤ 0. (23)

Then, according to (21) we have

ėT (t)Pe (t)+eT (t)P ė (t)− 1
η

(
˙̂
θ
T

θ̃+θ̃
T ˙̂
θ

)
+λ
(
eT (t)Pe (t)+

1
η
θ̃
T
θ̃

)
−µwT (t)w (t)≤0.

(24)
eT (t)

(
(A+BK)TP + P (A+BK) + λP

)
e (t)

+λ
η θ̃

T
θ̃ + gT (t)Pe (t) + eT (t)Pg (t)

−µ
(
θ̃
T
θ̃+θ̃

T
(t) g (t)+gT (t) θ̃ (t)+gT (t) g (t)

)
+θ̃

T
fT (x (t))Pe (t)+eT (t)Pf (x (t)) θ̃

− 1
η

(
˙̂
θ
T

θ̃ + θ̃
T ˙̂
θ

)
≤ 0.

(25)
By choosing

˙̂
θ = ηfT (x (t))Pe (t) (26)

we have
eT (t)

(
(A+BK)TP + P (A+BK) + λP

)
e (t)

+λ
η θ̃

T
θ̃ + gT (t)Pe (t) + eT (t)Pg (t)

−µ
(
θ̃
T
θ̃ + θ̃

T
(t) g (t) + gT (t) θ̃ (t) + gT (t) g (t)

)
≤ 0.

(27)

According to Lemma 2.2, we have

gT (t)Pe (t) + eT (t)Pg (t) ≤ αeT (t)Pe (t) + α−1gT (t)Pg (t)
θ̃
T

(t) g (t) + gT (t) θ̃ (t) ≤ βθ̃
T

(t) θ̃ (t) + β−1gT (t) g (t) .
(28)

By substituting (28) in (27), it is obtained that

eT (t)
(

(A+BK)TP + P (A+BK) + (α+ λ)P
)
e (t)

+
(
λ
η − µ (1 + β)

)
θ̃
T
θ̃ + α−1gT (t)Pg (t)− µ

(
1 + β−1

)
gT (t) g (t) ≤ 0.

(29)

Consider
P ≤ λmaxI ≤ εI. (30)

Where λmax is the maximum eigenvalue of Pand εI is the corresponding upper bound
[15], then

eT (t)
(

(A+BK)TP + P (A+BK) + (α+ λ)P
)
e (t)

+
(
λ
η − µ (1 + β)

)
θ̃
T
θ̃ +

(
α−1ε− µ

(
1 + β−1

))
gT (t) g (t) ≤ 0.

(31)

By choosing
µ = λ

η(1+β)

ε = αλ
ηβ

(32)
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equation (31) is reduced to

eT (t)
(

(A+BK)TP + P (A+BK) + (α+ λ)P
)
e (t) ≤ 0. (33)

By multiplying (19) from left and right by diag {P} and substituting P = X−1and
K = Y X−1 we have(

(A+BK)TP + P (A+BK) + (α+ λ)P
)
≤ 0. (34)

By multiplying inequity (34) from left by eT (t) and from right by e (t), (33) is ob-
tained. Also, equation (20) is obtained from (30).

According to Lemma 2.1, there is a set Ω =
{
e ∈ Rnx | S

(
e, θ̃
)
≤ µw2

max
λ

}
so that it

is a robust invariant set for the system (17). �

Finally, the following controlling algorithm is employed to stabilize the system [21].

Step 0. At time t0, set x̄ (t0) = x (t0) in which x (t0) is the current state.

Step 1. At time tk and current state (x̄ (tk) , x (tk)), solve problem (12) to obtain the
nominal control action ū (tk) and the actual control action u (tk) = ū (tk)+Ke (tk).

Step 2. Apply the control u (tk)to the system (7), during the sampling interval [tk, tk+1],
where tk+1 = tk + δ.

Step 3. Measure the state x (tk+1) at the next time instant tk+1 of the system (7) and
compute the successor state x̄ (tk+1) of the nominal system (10) under the nominal
control ū (tk).

Step 4. Set (x̄ (tk) , x (tk)) = (x̄ (tk+1) , x (tk+1)), tk = tk+1, and go to step 1.

4. NUMERICAL EXAMPLE

Pure surge model of Moore and Greitzer for the centrifugal compressor are as the fol-
lowings

ψ̇ = 1
4B2lc

(φ− φT (ψ)− dφ (t))

φ̇ = 1
lc

(ψc (φ)− ψ + dψ (t)) .
(35)

Where ψ is the coefficient of increase in compressor pressure, φ is the coefficient of
compressor’s mass flow, dφ (t) and dψ (t) are the disturbances of flow and pressure. Also,
φT (ψ) is the characteristic of throttle valve and is the characteristic of the compressor.
is the Greitzer’s parameter and shows the length of canals (ducts). Moor and Greitzer’s
[14] compressor characteristic is defines as

ψc (φ) = ψc0 +H

(
1 +

3
2

(
φ

W
− 1
)
− 1

2

(
φ

W
− 1
)3
)
. (36)
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Fig. 1. The compressor system with CCV [18].

Where, ψc0 is the value of characteristic curve in zero db, H is half of the height of
the characteristic curve, and W is the half of the width of the characteristic curve. The
equation for throttle valve characteristic is also derived from [7] and is as follows

φT (ψ) = γT
√
ψ. (37)

Where, γT is also the valve’s yield. Figure 1 is the diagram of compression system with
Close Couple Valve (CCV).

The system model equations, considering a CCV, are

ψ̇ = 1
4B2lc

(φ− φT (ψ)− dφ (t))

φ̇ = 1
lc

(ψc (φ)− ψ − ψV (φ) + dψ (t)) .
(38)

Considering ψV (φ) as the input for system control and x1 = ψ, x2 = φ, the equations
of compressor state space are

ẋ1 = 1
4B2lc

(x2 − φT (x1)− dφ (t))

ẋ2 = 1
lc

(ψc (x2)− x1 − u+ dψ (t)) .
(39)

In designing a surge controller in the compressor system (39), it is assumed that the
value of throttle valve, as well as the compressor characteristic, are unknown. So, the
fuzzy system [19] is used to approximate the compressor characteristic. To do this, a
9-membership is used, with the following equations

pj (x2) = e−(x2−0.1j)2 , j = 1, 2, . . . , 9 (40)
ψc (x2) = W ∗TP (x2) + ∆ψc (x2) (41)
W ∗T = [W ∗1 , . . . ,W

∗
9 ] (42)

P (x2) = [p1 (x2) , . . . , p9 (x2)]T . (43)

In which P (x2) is fuzzy basis function vector, W ∗ shows the component vector and
∆ψc (x2) satisfies ∆ψc (x2) < ε, where ε > 0 is real number [19]. Then the equations of
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compressor systems are obtained

ẋ1 = 1
4B2lc

(
x2 − γT

√
x1 − dφ (t)

)
ẋ2 = 1

lc

(
−x1 − u+W ∗TP (x2) + ∆ψc (x2) + dψ (t)

)
.

(44)

Next, the existing constraints in the compressor system should be incorporated into
the optimization problem (12). The first existing constraint is on the controlling input.
Since the controlling signal has a CCV output, so we have

u (t) > 0. (45)

The next constraint and limitation is that the flow has some maximum and minimum
values. This constraint should also be considered.

−φm ≤ φ (t) ≤ φChoke. (46)

The open-loop optimization problem described by problem (12) is solved in discrete
time with a sample time of δ = 0.1 time units and prediction horizon of Tp = 0.3 time
units.

Next, the compressor equations are rewritten according to (7) relation

A =
[

0 1
4B2lc

− 1
lc

0

]
, B =

[
0
− 1
lc

]
(47)

f (x) =
[
− 1

4B2lc

√
x1

1
lc
P (x2)

]
, θ =

[
γT
W ∗

]
(48)

d (t) =
[ 1

4B2lc
dφ (t)

1
lc

(∆ψc (x2) + dψ (t))

]
. (49)

In the objective function (11), the values of weight matrixes Q and R are selected as

Q =
[

100 0
0 100

]
, R = 1. (50)

By choosing

α = 10−3, β = 10−7, λ = 10−3, η = 103, µ = 10−6, ε = 10−2 (51)

and solving LMI for (19) and (20) relations, P and K are obtained as

K =
[
−0.34 1.7

]
(52)

P =
[

0.58 0.18
0.18 0.56

]
× 10−3. (53)

Finally, the presented controller is compared to an active controller [18] in order to
confirm its efficiency. Values of compressor parameters used in simulation are taken
from [8].

B = 1.8, lc = 3, H = 0.18, W = 0.25, ψc0 = 0.3. (54)
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The initial points of process were (x1 (0) , x2 (0)) = (0.6,−0.23) in the left side of
the surge line and the initial points of model were (x1 (0) , x2 (0)) = (1, 1). The system
is simulated in two different scenarios. The first scenario assumes no disturbances on
the system. However, during the first 500 seconds, while the system is in the stability
region, the throttle valve value is γT = 0.65. After that, the throttle valve value drops
to γT = 0.6 and the system enters the surge area.

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

ψ

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Proposed Active Surge Controller
Active Surge Controller (RAFB)

Fig. 2. Pressure of compressor.

As it can be seen in Figure 2, the controller [18] can control the system until t = 500s.
However, in this time interval the system is in the compressor stability region. After
t = 500s, when the value of throttle valve is reduced, the controller cannot control the
compressor system anymore, which leads to surge phenomenon. On the other hand, the
controller presented in this paper can stabilize the system well after t = 500s.

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

φ

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Proposed Active Surge Controller
Active Surge Controller (RAFB)

Fig. 3. Flow of compressor.

Figure 3 shows the compressor flow. It is obvious in this figure that the controller
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[18] cannot control the system after a reduction in the throttle valve value. Even before
this reduction, some fluctuations can be seen in the system flow. However, the controller
presented in this paper can stabilize the system during the whole time interval.

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

ψ
cc

v

0

0.1

0.2

0.3

0.4

0.5

Proposed Active Surge Controller

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

ψ
cc

v

0

0.2

0.4

0.6

0.8

1

Active Surge Controller (RAFB)

Fig. 4. Control signal.

Figure 4 shows the control signal behavior. Since this signal is the CCV output
and have upper and lower bounds, it can be seen that the controller [18] fluctuates
continuously during this time, which is not practical. On the other hand, the controller
presented in this paper has a smooth control signal.

φ
-0.4 -0.2 0 0.2 0.4 0.6 0.8

ψ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Proposed Active Surge Controller
Active Surge Controller (RAFB)
ψ

c
(φ)

Surge Line
Initial Condition
Equilibrium Point

Fig. 5. Compression system trajectories.

Figure 5 presents the compressor characteristic curve. It can be seen from this figure
that using controller [18] can lead to limit cycle in the system. On the other hand, the
controller presented in this paper propels the system from the starting point in surge
area towards the stability region.

The second scenario assumes that the throttle valve value is always γT = 0.65, so
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that the system will remain in the stability region. However, after t = 500s, disturbance
from (55) is applied to the system.

dφ (t) = 0.15e−0.015t cos (0.2t)
dψ (t) = 0.1e−0.005t sin (0.3t).

(55)

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

ψ

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Proposed Active Surge Controller
Active Surge Controller (RAFB)

Fig. 6. Pressure of compressor.

The compressor pressure is shown in Figure 6. Despite the fact that the throttle
valve keeps the system in stability region, the controller [18] cannot save the system
from surge, because a disturbance is applied to the system. However, the controller
presented in this paper can ward off the disturbances easily and stabilize the system.

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

φ

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Proposed Active Surge Controller
Active Surge Controller (RAFB)

Fig. 7. Flow of compressor.

Figure 7 presents the system flow behavior. It can easily be seen that before applying
disturbance, the system controlled by [18] experiences some fluctuations in the flow.
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Also, after applying the disturbance, the system enters the surge area. On the other
hand, the controller presented in this paper can stabilize the system before and after
applying disturbances.

Time (Sec)
0 100 200 300 400 500 600 700 800 900 1000

ψ
cc

v

0

0.1

0.2

0.3

0.4

0.5

Proposed Active Surge Controller
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Active Surge Controller (RAFB)

Fig. 8. Control signal.
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Fig. 9. Compression system trajectories.

The CCV behavior is shown in Figure 8. The weakness of the controller [18] compared
to the controller presented in this paper is obvious in this figure.

Figure 9 shows the compressor characteristic curve. It can be seen in this figure that
using the controller [18], the system experiences limit cycle. On the other hand, when
the controller presented in this paper is employed, the system moves from surge area to
the stability region.
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5. CONCLUSION

This paper has presented a new robust adaptive Tube-MPC for a special class of
continuous-time nonlinear systems, with uncertainty and unknown bounded distur-
bances. This approach was characterized by:

I) Consideration of input and state constraints;
II) Robustness of local controllers to model uncertainty and disturbances;
III) Bounded disturbances in the systems (but their upper bound is not specified).
IV) A robust invariant set for the controller; and,
V) Proven closed-loop system overall stability and convergence.

Finally, the proposed controller is used to solve a surge problem in centrifugal compres-
sors. The results obtained from the simulation show the efficiency and robustness of this
controller.
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