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GLOBAL OUTPUT-FEEDBACK FINITE-TIME
STABILIZATION FOR A CLASS OF STOCHASTIC
NONLINEAR CASCADED SYSTEMS

Qixun Lan, Huawei Niu, Yamei Liu and Huafeng Xu

In this paper, the problem of global finite-time stabilization via output-feedback is investi-
gated for a class of stochastic nonlinear cascaded systems (SNCSs). First, based on the adding
a power integrator technique and the homogeneous domination approach, a global output-
feedback finite-time control law is constructed for the driving subsystem. Then, based on
homogeneous systems theory, it is shown that under some mild conditions the global finite-
time stability in probability of the driving subsystem implies the global finite-time stability in
probability of the whole SNCS. Finally, a simulation example is given to illustrate the effec-
tiveness of the proposed control design approach.

Keywords: stochastic nonlinear systems, cascaded systems, output-feedback stabilization,
finite-time control

Classification: 68M15,39A13

1. INTRODUCTION

Nonlinear cascaded systems (NCSs) present an important class of nonlinear systems. In
general, a cascaded system can be divided into two or more subsystems with cascaded
structure. And many practical systems can be ascribed to cascaded systems, such as,
material processing systems, chemical processes systems, robots systems, multi-agent
systems, and so on [17]. Moreover, for many highly nonlinear and strong coupling sys-
tems, cascaded based control strategy usually has the advantage of reducing complexity
of the control law design and the difficulty of the stability analysis. The problems
of global stability analysis and stabilization of NCSs have been received a lot of at-
tentions recently [1, 4, 13, 17, 34]. Global output-feedback stabilization (GOFS) of
nonlinear systems is a challenging problem in the control field, because the so-called
separation principle usually does not hold for nonlinear systems. In fact, counterex-
amples were given in [23] illustrating that GOFS of nonlinear systems is impossible in
general, without introducing extra growth conditions on the unmeasurable states of the
system. Since then, the GOFS problems for nonlinear systems have received intensive
attentions [11, 30, 34, 38]. At the same time, with the development of stochastic system
theory [22, 32, 33], GOFS for stochastic nonlinear systems (SNSs) has been an active
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area of research [10, 15, 20, 21] ever since the first result on GOFS for SNS was proposed
in [2].

Nonsmooth control method is a new control method developed recently [12, 25, 29].
Compared with smooth control methods, the closed-loop systems under nonsmooth con-
trol law usually demonstrates faster convergence rate, higher control precision as well as
better disturbance rejection properties [12, 29]. In view of these advantages, nonsmooth
control methods have recently received a lot of attentions [7, 11, 12, 18], and have been
successfully used in practical systems [3, 5, 6, 7, 8, 9, 24, 26, 27, 28, 31]. Recently,
the definition of finite-time stability and the finite-time stability theorem for SNS were
proposed in [36]. Based on [36], [14] considered the problem of almost surely finite-time
stabilization for a class of SNSs by using adding a power integrator technique. [35] not
only improved the definition of finite-time stability in probability for SNSs further, but
alse proposed the sufficient condition to ensure the existence of a solution for a stochas-
tic system. [37] and [16] considered the global output feedback finite-time stabilization
(GOFFTS) problem for a class of SNSs. Currently, it is just the underway step on
studying the nonsmooth analysis and synthesis and still needs further investigation.

Consider stochastic nonlinear cascaded systems (SNCSs) described by

dζ = η(ζ) dt+ f0(ζ, y) dt+ gT0 (ζ, y) dω (1)
dxi = xi+1 dt+ fi(x) dt+ gTi (x) dω, i = 1, . . . , n− 1,
dxn = udt+ fn(x) dt+ gTn (x) dω
y = x1

(2)

where (ζT , xT ) = (ζ1, . . . , ζm, x1, x2, . . . , xn)T ∈ Rm+n , u ∈ R and y ∈ R are the system
states, input and output of the system, respectively. ω is an m − dimensional Brown-
ian motion defined on the complete probability space (Ω,F , {Ft}t≥0, P ) with Ω being
a sample space, F being a σ−field, {Ft}t≥0 being a filtration, and P being a probability
measure. The drift terms η, fi and the diffusion terms gi i = 0, 1, . . . , n, are assumed to
be continuous functions, and satisfy η(0) = 0, fi(0) = 0 and gi(0) = 0, i = 0, 1, . . . , n.
A wide class of SNSs can be described by SNCS (1) – (2). In literature, for cascaded (or
interconnected) nonlinear systems, Lyapunov’s method [1, 17], input-to-state stability
(ISS) [12], stochastic ISS [21], integral ISS [34], small-gain techniques [13], and homoge-
neous techniques [4, 7] are the main fundamental approaches. Among the existing results
about cascaded (or interconnected) nonlinear systems, there is few results regarding to
the finite-time stabilization problems for cascaded nonlinear systems, except [4, 12, 19].
The authors of [19] consider the finite-time stability for a class of cascaded time-varying
systems firstly, and proposed a forward completeness condition to guarantee the global
finite-time stability of the whole cascaded system. [12] provides a new framework for
tackling finite-time control problems, and proposed finite-time ISS (FTISS), finite-time
input-to-output stability, and finite-time small-gain theorem for nonlinear cascaded sys-
tems. Recently, based on homogeneous technique and the adding a power integrator
technique, [4] further develops the results of [19]; The merits of this method is that one
does not need to construct proper Lyapunov function to test ISS (or integral ISS) or
matching conditions imposed on the driven subsystem, thus it can be used to solve the
global stabilization problems for a wide class of nonlinear cascaded systems. It is should



782 Q. LAN, H. NIU, Y. LIU AND H. XU

be pointed out that all the mentioned results (i. e., [4, 12, 19]) are focus on the state-
feedback stabilization problem of determined nonlinear cascaded systems. However, to
the best of the authors’ knowledge, the existing results about GOFFTS of nonlinear sys-
tems are mainly focused on the deterministic counterpart with ζ ≡ 0, such as, [11, 18].
There are few results for the GOFFTS problem of SNSs. Motivated by the finite-time
stability theory for SNSs [14, 35, 36], [37] and [16] consider the GOFFTS problem of
different classes of SNSs by adding a power integrator technique and homogeneous dom-
ination approach. How to design a global output-feedback finite-time control law for
SNCS (1) – (2) is still an open problem.

In this paper, we will address GOFFTS problem for SNCS (1) – (2). To solve the
GOFFTS problem of SNCS (1) – (2), the main difficulty lies: (i) There is no existing
result in literature about the GOFFTS problems for SNCS (1) – (2), even for its deter-
ministic counterpart. (ii) The drift terms f, fi and the diffusion terms gi, i = 0, 1, . . . , n,
may be not satisfy local Lipschitz condition, which means that SNCS (1) – (2) may have
more than one weak solution. (iii) Compared with deterministic nonlinear systems,
SNCS (1) – (2) involves not only the gradient but also the Hessian terms in the design
procedure, so that the control law design for system (1) – (2) is much more difficult and
tedious, even impossible [20]. Therefore, how to global stabilize SNCS (1) – (2) in finite
time by an output feedback control law is more challenging. Motivated by the finite-
time stability theory for SNSs in [14, 35, 36], the sufficient condition for the existence
of the solutions of stochastic system [35] and the homogeneous systems theory [4], it
is shown that GOFFTS problem for SNCS (1) – (2) is solvable. Specifically, based on
adding a power integrator method and homogeneous system theory, we first construct
a homogeneous output feedback finite-time control law for the nominal driving subsys-
tem (2). Secondly, for the driving subsystem (2), a scaling gain is introduced into output
feedback control law to dominate the drift and diffusion terms. Then according to the
conditions imposed on the driven subsystem (1), we show that the driven subsystem
(1) is global bounded by using homogeneous properties. Finally, a numerical example is
proposed to illustrate the effectiveness of the proposed control method.

2. PRELIMINARIES AND PROBLEM DESCRIPTION

In this section, we introduce some useful definitions and lemmas which will used through-
out the paper.

Consider the following stochastic nonlinear system

dx = h(x) dt+ gT (x) dw, x(0) = x0 ∈ Rn (3)

where x ∈ Rn is the state, ω is a r − dimensional Brownian motion, h(x) : Rn → Rn
and gT (x) : Rn → Rn×r are continuous functions, and vanish at the origin, that is,
h(0) = 0, g(0) = 0.

Definition 2.1. (Mao [22], Deng and Kristic [2]) For any given V (x) ∈ C2, associated
with stochastic system (3), the differential operator L is defined as

L V (x) =
∂V

∂x
h(x) +

1
2

trace
{
g(x)

∂2V

∂x2
gT (x)

}
.
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Definition 2.2. (Khoo et al. [14]) The trivial solution of (3) is said to be finite-time
stable in probability if the following statements hold:

(i) Finite-time attractiveness in probability: The trivial solution of (3) is said to
be finite-time attractive in probability, if the stochastic system admits a solution
(either in the strong sense or in the weak sense) for any initial data x0 ∈ Rn,
denoted by x(t;x0); moreover, any initial value x0 ∈ Rn {0}, the first hitting time
τx0 = inf{t;x(t;x0) = 0}, which is called the stochastic settling time, is finite
almost surely, that is, P{τx0 <∞} = 1;

(ii) Stable in probability: The trivial solution is said to be stable in probability if
for every pair of ε ∈ (0, 1) and r > 0, there exists a δ = δ(ε, r) > 0 such that
P{|x(t;x0)| < r, for all t ≥ 0} ≥ 1− ε, whenever |x0| < δ.

Lemma 2.3. (Yin and Khoo [35]) Suppose that there exists a nonnegative function
V (x) ∈ C2, which is radially unbounded, that is, lim|x|→∞ V (x) = +∞; moreover, (3)
is autonomous. If L V (x) ≤ 0,∀x ∈ Rn, then (3) has a solution for any initial data.

Lemma 2.4. (Yin et al. [36]) For stochastic system (3), if there exists a C2 Lyapunov
function V : Rn → R+, K∞ class functions µ1 and µ2, positive real numbers c > 0 and
0 < γ < 1, such that for all x ∈ Rn and t ≥ 0,

µ1(|x|) ≤ V (x) ≤ µ2(|x|), L V (x) ≤ −c(V (x))γ , (4)

then the trivial solution of (3) is finite-time stable in probability.

In what follows, we will introduce the notion of weighted homogeneity and some
useful properties of homogeneous systems [25].

Definition 2.5. For fixed coordinates (x1, . . . , xn) ∈ Rn and real numbers ri > 0, i =
1, . . . , n:

(i) the dilation ∆ε(x) = (εr1x1, . . . , ε
rnxn),∀ε > 0, with ri being called as the

weights of the coordinates( for simplicity of notation, we define dilation weight
∆ = (r1, . . . , rn) );

(ii) a function V ∈ C(Rn,R) is said to be homogeneous of degree τ if there is a real
number τ ∈ R such that ∀x ∈ R\{0}, ε > 0, V (∆ε(x)) = ετV (x1, . . . , xn);

(iii) a vector field f ∈ C(Rn,Rn) is said to be homogeneous of degree τ if there is
a real number τ ∈ R such that for i = 1, . . . , n ∀x ∈ R\{0}, εi > 0, fi(∆ε(x)) =
ετ+rifi(x1, . . . , xn);

(iv) a homogeneous p-norm is defined as ‖x‖∆,p = (
∑m
i=1 |xi|p/ri)1/p,∀x ∈ Rn, for

a constant p ≥ 1.

Lemma 2.6. Given a dilation weight ∆ = (r1, . . . , rn), suppose V1(x) and V2(x) are
homogeneous functions of degree τ1 and τ2, respectively. Then V1(x)V2(x) is also homo-
geneous with respect to the same dilation weight ∆. Moreover, the homogeneous degree
of V1 · V2 is τ1 + τ2.
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Lemma 2.7. Suppose V : Rn → R is a homogeneous function of degree τ with respect
to the dilation weight ∆. Then the following holds:

(i) ∂V/∂xi is homogeneous of degree τ − ri with ri being the homogeneous weight of
xi;

(ii) there is a constant c such that V (x) ≤ c‖x‖τ∆. Moreover, if V (x) is positive definite,
c‖x‖τ∆ ≤ V (x) for a constant c > 0.

Lemma 2.8. Let f(·) be a continuous vector function on Rn such that the trivial so-
lution x = 0 of system ẋ = f(x) is asymptotically stable. Suppose f(·) is homoge-
neous of degree α with respect to (r1, . . . , rn). Then for any positive integer p and
any σ > p ×max{r1, . . . , rn}, there exists a Cp homogeneous Lyapunov function V (x)
of degree σ with respect to (r1, . . . , rn). As a direct consequence the time-derivative
V̇ (x) = ∂V (x)

∂x f(x) is homogeneous of degree σ + α with respect to (r1, . . . , rn).

The next three lemmas, which were first introduced in [29], play key roles in con-
structing the control law.

Lemma 2.9. Let c and d be positive constants. Given any positive number γ > 0,
then, for x ∈ R, y ∈ R

|x|c|y|d ≤ c

c+ d
γ|x|c+d +

d

c+ d
γ−c/d|y|c+d.

Lemma 2.10. Let p be an odd real number and x, y ∈ R, then

|xp − yp| ≤ 21−p|x− y|p, for p ∈ (0, 1), |x− y|p ≤ 2p−1|xp − yp|, for p ≥ 1.

Lemma 2.11. Let p ∈ R≥1
odd and x, y be real-valued functions, then, for a constant c > 0

the following inequality holds

|xp − yp| ≤ p|x− y|(xp−1 + yp−1) ≤ c|x− y||(x− y)p−1 + yp−1|.

In this paper, the following assumptions are needed.

Assumption 2.1. There are constants τ ∈ (− 1
2n , 0), c1 > 0 and c2 > 0 such that for

i = 1, . . . , n

|fi(·)| ≤ c1
(
|x1|

ri+τ
r1 + |x2|

ri+τ
r2 + . . .+ |xi|

ri+τ
ri

)
, (5)

|gi(·)| ≤ c2
(
|x1|

2ri+τ
2r1 + |x2|

2ri+τ
2r2 + . . .+ |xi|

2ri+τ
2ri

)
, (6)

where r1 ∈
(
0, 1

2

)
is a ratio of two odd numbers, and ri is defined as

ri = ri−1 + τ, i = 2, . . . , n+ 1. (7)
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Assumption 2.2. The system

dζ = η(ζ) dt (8)

is homogeneous of degree τ1 < 0 with respect to s = (s1, . . . , sm) and is globally
finite-time stable. For f0(ζ, y) = (f01(ζ, y), . . . , f0m(ζ, y))T , g0(ζ, y) = (g01(ζ, y), . . .,
g0m(ζ, y))T , there exist continuous functions F0i(ζ, y) ≥ 0, G0i(ζ, y) ≥ 0, i = 1, . . . ,m
with F0i(ζ, 0) = G0i(ζ, 0) = 0, such that for all y ∈ R, |f0i(ζ, y)| ≤ F0i(ζ, y), |g0i(ζ, y)| ≤
G0i(ζ, y), and for all ε > 0

lim
ε→+∞

F0i(εs1ζ1, . . . , εsmζm, y)
εsi+τ0

= M1i(ζ, y),

lim
ε→+∞

G0i(εs1ζ1, . . . , εsmζm, y)
εsi+

τ0
2

= M2i(ζ, y) (9)

where τ0 = 0 or −min{s1, . . . , sm} ≤ τ0 < τ1, M1i(ζ, y) ≥ 0, M2i(ζ, y) ≥ 0, i =
1, . . . ,m, are continuous functions.

For simplicity, we assume that τ = −pq with p being an even integer and q being an
odd integer. Under this assumption and the definition of ri, ri will always be a ratio of
odd numbers.

For SNCS (1), (2), under Assumptions 2.1 and 2.2, the control objective is to design
a nonsmooth dynamic output-feedback control law

χ̇ = φ(χ, y), u = ϕ(χ, y), (10)

such that the closed-loop system consisting of (1), (2) and (10) is globally finite-time
stable in probability (GFTSiP).

Remark 2.12. For Assumption 2.1, there are several points should be pointed out:
(i) The condition that r1 ∈

(
0, 1

2

)
is a ratio of two odd numbers plays a key role to

avoiding nonsense terms during the design procedure. According to the systems’ dimen-
sion, the structure of drift and diffusion terms, one can choose appropriate values for r1

and τ .
(ii) If one chooses τ = 0 in Assumption 2.1, then Assumption 2.1 reduces to Assumption
1 in [10], and A1 and B2 in [21]. In this case, according to the design methods in this
paper, the proposed control law will render the the considered SNCSs globally asymp-
totically stable in probability.
(iii) The existing results about GOFS problems [2, 10, 20, 21] of SNS are obtained based
on the assumption that fi(x) and gi(x) are local Lipschitz functions with f(0) = g(0) =
0. However, in this paper, τ ∈

(
− 1

2n , 0
)
, this means that fi(x) and gi(x) are allowed to

be non-Lipschitz continuous functions.

Remark 2.13. (Khoo et al. [14]) considered the finite-time stabilization problem of
subsystem (2) as τ = 0. However, as τ < 0, the proposed method in [14] is invalid.
Under Assumption2.1, both the methods proposed in [37] and [16] can be used to solve
the GOFFTS problem for SNS (2), but these two methods do not suitable for SNCS (1) –
(2). Under Assumptions 2.1 and 2.2, how to design a global output feedback finite-time
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control law for SNCS (1) – (2) by partial states feedback, there is no existing results to
refer in the literature. In this case, if we can construct a control law based on y = x1 and
the estimations of the other states of system (2), and design a C2 Lyapunov function V
satisfying the condition of Lemma 2.4, then the trivial solution of the closed-loop system
of SNCS (1) – (2) is GFTSiP, that is, the global output feedback finite-time stabilization
problem of SNCS (1) – (2) is solvable.

Remark 2.14. To ensure that the behavior of the nonlinear terms f0i(ζ, y) and g0i(ζ, y),
i = 1, . . . ,m are ”not bad” when ζ gets large, the homogeneous inequalities (9) are intro-
duced in Assumption 2.2 which is different from the famous ISS (or FTISS) condition.
To illustrate this point, consider the following SNS

dζ = −ζ 1
3 dt+ ζy dt+ ζ sin(y) dω (11)

where y is considered as an update law. Obviously, SNS (11) is not ISS with y as the
input. However, it is easy to show that system dζ = −ζ 1

3 dt is homogeneous of degree
τ1 = − 1

3 with respect s1 = 1
2 . By choosing F01(ζ, y) = |ζy| and G01(ζ, y) = |ζy| and τ0 =

0, through simple calculations, it is not difficult to obtain that limε→+∞
F01(εs1ζ,y)
εs1+τ0 =

|ζy| and limε→+∞
G01(εs1ζ,y)

εs1+
τ0
2

= |ζy|, which imply SNS (11) satisfies the condition of
Assumption 2.2.

3. MAIN RESULTS

In this section, we will present a recursive design method to construct global finite-
time stabilizing law via output-feedback for SNCS (1) – (2). The design procedure is
composed of two steps: the first step is to design a global output-feedback finite-time
control law for the driving subsystem (2), and the second step is to show that the states
of the driven subsystem (1) are globally bounded.

3.1. Global output-feedback finite-time control law design for driving sub-
system (2)

To achieve the objective, we first consider the following nominal system of the driving
subsystem (2)

dzi = zi+1 dt, i = 1, . . . , n− 1,
dzn = υ dt, y = z1. (12)

3.1.1. Global output-feedback finite-time control law for system (12)

Theorem 3.1. For any constant τ ∈ (− 1
2n , 0), there is a homogeneous output feedback

control law of degree τ rendering system (12) is globally finite-time stable.

P r o o f . The proof of this theorem is divided into three steps: First, a homogeneous
finite-time control law is constructed for system (12) by using the adding a power in-
tegrator technique. Then, a homogeneous reduced-order observer is constructed whose
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gains to be determined later. Finally, we show that the closed-loop system is global
finite-time stable in probability by choosing appropriate observer gains.

A. Finite-time State feedback control law design

Initial Step: For system (12), a Lyapunov function is constructed as V1(z1) = r1
4 z

4
r1
1 ,

where r1 and τ are defined in (7). Clearly, the virtual control law z∗2 = −nz
r2
r1
1 renders

L V1(z1) = z
4−r1
r1

1 z2 = z
4−r1
r1

1 z∗2 + z
4−r1
r1

1 (z2 − z∗2) ≤ −nξ4+τ
1 + ξ4−r1

1 (z2 − z∗2) (13)

where ξ1 = z
1
r1
1 .

Inductive Step: Suppose at step i−1, there exist a C2 Lyapunov function Vi−1(zi−1),
which is positive definite and proper, and satisfying

Vi−1 ≤ 2(ξ4
1 + . . .+ ξ4

i−1), (14)

with a set of virtual control laws z∗1 , . . . , z
∗
i defined as

z∗1 = 0, ξ1 = z
1
r1
1 − z

∗ 1
r1

1

z∗k = −βk−1ξ
rk
k−1, ξk = z

1
rk

k − z
∗ 1
rk

k , k = 2, . . . , i,
(15)

with β1 > 0, . . . , βi−1 > 0, such that

L Vi−1(zi−1) ≤ −(n− i+ 2)
(
ξ4+τ
1 + ξ4+τ

2 + . . .+ ξ4+τ
i−1

)
+ ξ

4−ri−1
i−1 (xi − x∗i ). (16)

In what follows, we will show that (16) still holds at step i. To prove this claim,
consider the Lyapunov function

Vi(zi) = Vi−1(zi−1) +Wi(zi), with Wi(zi) =
∫ zi

z∗i

(s
1
ri − z

∗ 1
ri

i )4−ri ds. (17)

The Lyapunov function Vi has some useful properties collected in the following propo-
sitions:

Proposition 3.2. Vi(zi) is C2, positive definite, proper, and satisfy the inequality
Vi(zi) ≤ 2(ξ4

1 + . . .+ ξ4
i ).

By (17), we have

L Vi(zi) ≤− (n− i+ 2)
(
ξ4+τ
1 + ξ4+τ

2 + . . .+ ξ4+τ
i−1

)
+ ξ

4−ri−1
i−1 (zi − z∗i )

+
∂Wi

∂zi
zi+1 +

i−1∑
k=1

∂Wi

∂zk
zk+1 (18)
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For the second term in the righthand side of the inequality (18), by using Lemmas 2.10
and 2.11, we can show that there exists a constant a1 > 0 such that

ξ
4−ri−1
i−1 (zi − z∗i ) ≤ |ξi−1|4−ri−121−ri |ξi|ri ≤

1
2
ξ4+τ
i−1 + a1ξ

4+τ
i . (19)

Similar to the proof of the proposition 3.2 in [16], for the last term in the righthand
side of the inequality (18), we have the following proposition.

Proposition 3.3. There exists a positive constant a2 > 0 such that

i−1∑
k=1

∂Wi

∂zk
zk+1 ≤

1
2
(
ξ4+τ
1 + . . .+ ξ4+τ

i−1

)
+ a2ξ

4+τ
i .

According to the inequalities (18), (19), Propositions 3.2 and 3.3, we have

L Vi(zi) ≤ −(n− i+ 1)
(
ξ4+τ
1 + ξ4+τ

2 + . . .+ ξ4+τ
i−1

)
+ (a1 + a2)ξ4+τ

i + ξ4−ri
i zi+1. (20)

Clearly, if the virtual control law is chosen as z∗i+1 = −βiξri+1 = −(n−i+1+a1+a2)ξri+1 ,
then it follows from (20) that

L Vi(zi) ≤ −(n− i+ 1)
(
ξ4+τ
1 + ξ4+τ

2 + . . .+ ξ4+τ
i

)
+ ξ4−ri

i (zi+1 − z∗i+1). (21)

This completes the inductive proof.

Similarly, as i = n, there is a virtual control law z∗n+1 = −βnξrn+1
n and a Lyapunov

function Vn(zn) such that

L Vn(zn) ≤ −
(
ξ4+τ
1 + ξ4+τ

2 + . . .+ ξ4+τ
n

)
+ ξ4−rn

n (v − z∗n). (22)

B. Homogeneous reduced-order observer design
Since z2, . . . , zn in system (12) are not measurable, in this section, the following

homogeneous observer is constructed for system (12)

η̇i = −`i−1ẑi, ẑi = (ηi + `i−1ẑi−1)
ri
ri−1 , i = 2, . . . , n, (23)

where ẑ1 = z1 and gains `i > 0, i = 1, . . . , n− 1 to be determined later.
Based on the estimated states, we design an output feedback control law of the form

υ(ẑ) = −βn
(
ẑ

1
rn
n + β

1
rn
n−1

(
ẑ

1
rn−1
n−1 + . . .+ β

1
r3
2

(
ẑ

1
r2
2 + β

1
r2
1 z

1
r1
1

)
. . .

))rn+1

(24)

where ẑ = (z1, ẑ2, . . . , ẑn).
For i = 2, . . . , n, we choose

Ui =
∫ z

4−ri−1
ri

i

(ηi+`i−1zi−1)

4−ri−1
ri−1

(
s

ri−1
4−ri−1 − (ηi + `i−1zi−1)

)
ds, (25)
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and set ei = (zi − ẑi)
1
ri , i = 2, . . . , n, zn+1 = υ(ẑ). It is deduced from (12), (23) and

(25) that

LUi =
∂Ui
∂zi

zi+1 +
∂Ui
∂zi−1

zi −
∂Ui
∂ηi

`i−1ẑi

=
4− ri−1

ri
z

4−ri−1
ri

−1

i

(
z
ri−1
ri

i − (ηi + `i−1zi−1)
)
zi+1

− `i−1e
ri
i

(
z

4−ri−1
ri

i − ẑ
4−ri−1
ri

i

)
− `i−1e

ri
i

(
ẑ

4−ri−1
ri

i − (ηi + `i−1zi−1)
4−ri−1
ri−1

)
.

(26)

Next, we estimate the nonlinear terms in right-hand side of (26). First, by Lemma
2.10 and ei = (zi − ẑi)

1
ri , we have

`i−12
ri+ri−1−4

ri e4+τ
i ≤ `i−1e

ri
i

(
z

4−ri−1
ri

i − ẑ
4−ri−1
ri

i

)
, i = 2, . . . , n. (27)

To estimate the remaining terms of (26), we introduce the following propositions, the
proof of which are omitted here for the space limitations, the interested reader can refer
[16] for more details.

Proposition 3.4. There exist a constant αi > 0 and a K∞ function hi(·) such that

4− ri−1

ri
z

4−ri−1
ri

−1

i (z
ri−1
ri

i − si)zi+1 ≤
1
12

(ξ4+τ
i−1 + ξ4+τ

i + ξ4+τ
i+1 ) + αie

4+τ
i + hi(`i−1)e4+τ

i−1 .

Proposition 3.5. There exist a constant α > 0 and a K∞ function hn(·) such that

4− rn−1

rn
z

4−rn−1
rn

−1
n (z

rn−1
rn

n − sn)υ(ẑ) ≤ 1
8

n∑
i=1

ξ4+τ
i + α

n∑
i=2

e4+τ
i + hn(`n−1)e4+τ

n−1.

Proposition 3.6. There exists a K∞ function ĥi(·) such that

−`i−1e
ri
i (ẑ

4−ri−1
ri

i − s
4−ri−1
ri−1

i ) ≤ e4+τ
i +

1
16

(ξ4+τ
i + ξ4+τ

i−1 ) + ĥi(`i−1)e4+τ
i−1 , i = 3, . . . , n.

Consider U =
∑n
i=2 Ui, in conjunction with Propositions 3.3 – 3.6 leads to

LU =
n∑
i=1

1
2
ξ4+τ
i −

(
`12

r2+r1−4
r2 − α2 − α− h3(`2)− ĥ3(`2)

)
e4+τ

2

−
n∑
i=3

(
`i−12

ri+ri−1−4
ri − αi − 1− α− hi+1(`i)− ĥi+1(`i)

)
e4+τ
i

−
(
`n−12

rn+rn−1−4
rn − 1− α

)
e4+τ
n . (28)
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C. Determination of the homogeneous observer gains
Since z2, . . . , zn are not measurable, the control law υ = υ(ẑ) results a reductant term

ξ4−rn
n (υ(ẑ)− υ∗(z)) in (22). For this term, we have the following estimation.

Proposition 3.7. There exists a constant α̃ ≥ 0 such that

ξ4−rn
n (υ(ẑ)− υ∗(z)) ≤

n∑
i=1

1
4
ξ4+τ
i +

n∑
i=1

α̃e4+τ
i .

It follows from (22), (28) and Proposition 3.7 that

LW =−
n∑
i=1

1
4
ξ4+τ
i −

(
`12

r2+r1−4
r2 − α2 − α− α̃− h3(`2)− ĥ3(`2)

)
e4+τ

2

−
n−1∑
i=3

(
`i−12

ri+ri−1−4
ri − αi − 1− α− α̃− hi+1(`i)− ĥi+1(`i)

)
e4+τ
i

−
(
`n−12

rn+rn−1−4
rn − 1− α− α̃

)
e4+τ
n , (29)

where the Lyapunov function W = Vn + U .
Obviously, if we choose

`n−1 = 2
4−rn−rn−1

rn

(
5
4

+ α+ α̃

)
`i−1 = 2

4−ri−ri−1
ri

(
5
4

+ αi + α+ α̃+ hi+1(`i) + ĥi+1(`i)
)
, i = n− 1, . . . , 3

`1 = 2
4−r2−r1

r2

(
1
4

+ α2 + α+ α̃+ h3(`2) + ĥ3(`2)
)
, (30)

then (30) in conjunction with (29) lead to

LW = −1
4

(
n∑
i=1

ξ4+τ
i +

n∑
i=2

e4+τ
i

)
. (31)

From the construction of W , one can show that W is positive definite and proper with
respect to Z = (z1, . . . , zn, η2, . . . , ηn)T . Moreover, the closed-loop system composed by
(12), (23) and (24) can be written as the following compact form

dZ = Ξ(Z) dt = (z2, . . . , zn, v, fn+1, . . . , f2n−1)T dt (32)

with fn+i = −`iẑi+1, i = 1, . . . , n − 1. In fact, by choosing the dilation weight ∆ =
(r1, r2, . . . , rn︸ ︷︷ ︸

for z1,...,zn

, r1, r2, . . . , rn−1︸ ︷︷ ︸
for η2,...,ηn

), with ri defined in (7), it can be shown that system (32),

W and the right hand side of (31) is homogeneous of degree τ , 4 and 4 + τ , respectively,
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with respect to ∆. By Lemma 2.7, we can show that there exist two constant θ1 > 0
and θ2 > 0 such that

W ≤ θ1‖Z‖4∆, LW =
∂W

∂Z
Ξ(Z) ≤ −θ2‖Z‖4+τ

∆ , (33)

thus there exists a constant c > 0 such that LW ≤ −cW γ , with γ = 4+τ
4 ∈ (0, 1).

Therefore, it can be concluded that the closed-loop system composed by (12), (23) and
(24) is globally finite-time stable. �

Remark 3.8. To design and analysis of the control law for deterministic systems, a
C1 Lyapunov function is enough [18, 29]. However, for stochastic systems, due to the
appearance of Hessian term, if one still use a C1 Lyapunov function rather than a
C2 one, there will lead to some nonsense terms. This can be avoid, if one chooses a
appropriate C2 Lyapunov function, which can be shown by the proof of Proposition 3.2.
For GOFFTS prblem of system (12), both the methods proposed in [37] and [16] can
be used. Here, the analysis and design methods are different from [16, 37], by choosing
appropriate dilation weight, homogeneous degree, less design parameters are needed,
thus the proposed homogeneous Lyapunov function has more simple structure.

3.2. Global output-feedback finite-time control law for the driving
subsystem (2)

Consider the following coordinate transformation

zi =
xi
Li−1

, υ =
u

Ln
, i = 1, . . . , n, (34)

where L > 1 is a constant to be determined. Under (34), driving subsystem (2) is
transformed into the system

dzi = Lzi+1 dt+
fi(·)
Li−1

dt+
gTi (·)
Li−1

dω, i = 1, . . . , n− 1,

dzn = Lυ dt+
fn(·)
Ln−1

dt+
gTn (·)
Ln−1

dω. (35)

For system (35), we design the following reduced-order homogeneous observer

η̇i = −L`i−1ẑi, ẑi = (ηi + `i−1ẑi−1)
ri
ri−1 , i = 2, . . . , n, (36)

and the output feedback control law with the same structure as (24),

υ(ẑ) = −βn
(
ẑ

1
rn
n + β

1
rn
n−1

(
ẑ

1
rn−1
n−1 + . . .+ β

1
r3
2

(
ẑ

1
r2
2 + β

1
r2
1 z

1
r1
1

)
. . .

))rn+1

, (37)

where the gains `i > 0, i = 1, . . . , n− 1 are the same as those selected in Theorem 3.1.

Theorem 3.9. For the driving subsystem (2), if Assumption 2.1 holds, then the closed-
loop system composed by (2), (36) and u = Lnυ(ẑ) is GFTSiP.
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P r o o f . The closed-loop system consisting of (35), (36) and (37) can be written as the
following compact form

dZ = Ξ(Z) dt+ F (Z) dt+GT (Z) dω, (38)

where Ξ(Z) is defined in (32), F (Z) = (f1,
f2
L , . . . ,

fn
Ln−1 , 0, . . . , 0)T and G(Z) = (g1,

g2
L ,

. . . , gn
Ln−1 , 0, . . . , 0).

It follows from W (Z), Definition 2.1 and (33) that

LW ≤ −Lθ2‖Z‖4+τ
∆ +

∂W

∂Z
F (Z) +

1
2

trace
{
G(Z)

∂2W

∂Z2
GT (Z)

}
. (39)

Under the coordinate transformation (34), we deduce from Assumption 2.1 and the
fact L > 1 that∣∣∣∣ fi(·)Li−1

∣∣∣∣ ≤ c1L1− 1
2(i−1)τ+1

(
|z1|

ri+τ
r1 + . . .+ |zi|

ri+τ
ri

)
≤ c1L1−λi1‖Z‖ri+τ∆ , (40)∣∣∣∣ gi(·)Li−1

∣∣∣∣ ≤ c2L 1
2−

1
4(i−1)τ+2

(
|z1|

2ri+τ
2r1 + . . .+ |zi|

2ri+τ
2ri

)
≤ c2L

1
2−λi2‖Z‖ri+

τ
2

∆ , (41)

where λi1 = 1
2(i−1)τ+1 , λi2 = 1

4(i−1)τ+2 ∈ (0, 1).
As ∂W

∂Zi
is homogeneous of degree 4− ri. By Lemma 2.6, it is easy to show that there

is a δi1 such that

∂W

∂Z
F (Z) =

n∑
i=1

∂W

∂Zi

∣∣∣∣ fi(·)Li−1

∣∣∣∣ ≤ n∑
i=1

δi1L
1−λ1‖Z‖4+τ

∆ ≤ δ1L1−λ1‖Z‖4+τ
∆ , (42)

where λ1 = min1≤i≤n{λi1} > 0 and δ1 > 0.
Similarly, it can be shown that

1
2

trace
{
G(Z)

∂2W

∂Z2
GT (Z)

}
≤ 1

2
m
√
m

n∑
i,j=1

∣∣∣∣ ∂2W

∂Zi∂Zj

∣∣∣∣ |Gi(Z)||Gj(Z)|

≤ 1
2
m
√
mc22L

1−λi2−λj2
n∑

i,j=1

‖Z‖4−ri−rj∆ ‖Z‖ri+
τ
2

∆ ‖Z‖rj+
τ
2

∆

≤ δ2L1−λ2‖Z‖4+τ
∆ , (43)

where λ2 = min1≤i,j≤n{λi2 + λj2} is a positive constant.
Substituting (42) and (43) into (39) yields

LW ≤ −Lθ2‖Z‖4+τ
∆ + δ1L

1−λ1‖Z‖4+τ
∆ + δ2L

1−λ2‖Z‖4+τ
∆

≤ −L(θ2 − (δ1 + δ2)L−λ0)‖Z‖4+τ
∆ (44)

where λ0 = min{λ1, λ2}. Obviously, if we choose L > L∗ = max
{

((δ1 + δ2)/θ2)
1
λ0 , 1

}
,

then we have

LW ≤ −µ̃‖Z‖4+τ
∆ , (45)
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for a positive constant µ̃ . By (33) and Lemma 2.7, it is not difficult to show that there
is a constant µ > 0 such that LW ≤ −µW γ with γ = 4+τ

4 ∈ (0, 1). By Lemmas 2.3
and 2.4, the closed-loop system (35), (36) and (37) is GFTSiP.

Note that coordinate transformation does not change the properties of system, there-
fore, the closed-loop system consisting of (2), (36) and u = Lnυ(ẑ) is GFTSiP. This
completes the proof of Theorem 3.9. �

Now, we are in the position to propose our main results of this paper.

Theorem 3.10. For SNCS (1) – (2), if Assumptions 2.1 and 2.2 hold, then under the
control law u = Lnυ(ẑ), the closed-loop system is GFTSiP.

P r o o f . According to Theorem 3.9, we know that the subsystem (2) can be globally
stabilized by u = Lnυ(ẑ) in finite-time in probability. To show the global finite-time
stability of the closed-loop system composed by (1), (2), (36) and u = Lnυ(ẑ). We
only need to show that the states of driven subsystem (1) are bounded on the finite
time interval [0, T0] (here we assume that T0 is the stochastic settling time of driving
subsystem (2)). In fact, based on Assumptions 2.1 and 2.2, we can prove the global
boundedness of driven subsystem (1).

By Assumption 2.2 and Lemma 2.8, for system (8) we have that for all σ > r ×
max{s1, . . . , sm}, there exist constant a > 0 and a Cr Lyapunov function V0(ζ) such
that

L V0(ζ) ≤ −aV
σ+τ1
σ

0 (46)

and

V0(4sεζ) = εσV0(ζ) (47)

with s = (s1, . . . , sm) and ε > 0.
Consider Lyapunov function

V (ζ, Z) = V0(ζ) +
b

µ̃
W (Z) (48)

where b > 0 is a positive constant to be defined later.
By (45) and (46), we have

L V (ζ, Z) ≤− ϕ1(ζ)− bϕ2(Z) +
m∑
i=1

F0i(ζ, z1)
∣∣∣∣∂V0(ζ)
∂ζi

∣∣∣∣
+

1
2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ)
∂ζi∂ζj

∣∣∣∣G0i(ζ, z1)G0j(ζ, z1) (49)

where

ϕ1(ζ) = aV
σ+τ1
σ

0 (ζ), ϕ2(Z) = ‖Z‖4+τ
4 . (50)
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Let ϕ(ζ, Z) = ϕ1(ζ) + bϕ2(Z). By (46), it is easy to show that

ϕ1(4sεζ) = εσ+τ1ϕ1(ζ). (51)

Similarly, we also can show that

ϕ2(4lεZ) = εσ+τ1ϕ2(Z) (52)

with l = (l1, . . . , l2n−1), l1 = . . . , l2n−1 = σ+τ1
4+τ .

It follows from (51) and (52) that

ϕ(4sεζ,4lεZ) = εσ+τ1ϕ(ζ, Z). (53)

Let

Ψ(ζ, Z) =ϕ(ζ, Z)−
m∑
i=1

F0i(ζ, z1)
∣∣∣∣∂V0(ζ)
∂ζi

∣∣∣∣
− 1

2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ)
∂ζi∂ζj

∣∣∣∣G0i(ζ, z1)G0j(ζ, z1), (54)

and D = {(ζT , ZT )|ϕ(ζ, Z) = 1, (ζT , ZT ) ∈ R2n+m−1}. Obviously, D is a bounded
closed set. Let ε = ϕ

1
σ+τ1 (ζ, Z), by (53), we have

ϕ((ε−1)s1ζ1, . . . , (ε−1)smζm, (ε−1)l1z1, . . . , (ε−1)l2n−1z2n−1)

= ϕ(ϕ(ζ, Z)
−s1
σ+τ1 ζ1, . . . , ϕ(ζ, Z)

−sm
σ+τ1 ζm, ϕ(ζ, Z)

−l1
σ+τ1 z1, . . . , ϕ(ζ, Z)

−l2n−1
σ+τ1 z2n−1)

= (ϕ(ζ, Z)
−1
σ+τ1 )σ+τ1ϕ(ζ, Z) = 1. (55)

Define

ζ̄ = (ζ̄1, . . . , ζ̄m)T , Z̄ = (z̄1, . . . , z̄2n−1)T

ζ̄1 = ϕ(ζ, Z)
−s1
σ+τ1 ζ1, . . . , ζ̄m = ϕ(ζ, Z)

−sm
σ+τ1 ζm,

z̄1 = ϕ(ζ, Z)
−l1
σ+τ1 z1, . . . , z̄2n−1 = ϕ(ζ, Z)

−l2n−1
σ+τ1 z2n−1.

(56)

By (55), it is clear that ϕ(ζ̄, Z̄) = 1, and (ζ̄T , Z̄T ) ∈ D. By (55), we obtain
that for all (ζT , ZT ) ∈ R2n+m−1\{0}, there exist ε = ϕ

1
σ+τ1 (ζ, Z) and (ζ̄T , Z̄T ) =

(ζ̄1, . . . , ζ̄m, z̄1, . . . , z̄2m−1) ∈ D such that

(ζT , ZT ) = (ζ1, . . . , ζm, z1, . . . , z2n−1) = (εs1 ζ̄1, . . . , εsm ζ̄m, εl1 z̄1, . . . , ε
l2n−1 z̄2n−1)

= (4sεζ̄,4lεZ̄). (57)

Thus, we have

F0i(ζ, z1) = F0i(4sεζ̄, εl1 z̄1), G0i(ζ, z1) = G0i(4sεζ̄, εl1 z̄1) (58)
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with (ζ̄T , Z̄T ) ∈ D, which also implies

lim
ε→+∞

F0i(4sεζ̄, z̄1)
εsi+τ0

= lim
ε→+∞

F0i(εs1 ζ̄1, . . . , εsm ζ̄m, z̄1)
εsi+τ0

,

lim
ε→+∞

G0i(4sεζ̄, z̄1)
εsi+

τ0
2

= lim
ε→+∞

G0i(εs1 ζ̄1, . . . , εsm ζ̄m, z̄1)
εsi+

τ0
2

(59)

with τ0 = 0 or −min{s1, . . . , sm} ≤ τ0 < τ1. According to Assumption 2.2, we have

lim
ε→+∞

F0i(εs1 ζ̄1, . . . , εsm ζ̄m, z̄1)
εsi+τ0

= M1i(ζ̄, z̄1),

lim
ε→+∞

G0i(εs1 ζ̄1, . . . , εsm ζ̄m, z̄1)
εsi+

τ0
2

= M2i(ζ̄, z̄1). (60)

Let

k1 = max
(ζ,Z)∈D

(
m∑
i=1

∣∣∣∣∂V0(ζ)
∂ζi

∣∣∣∣
)
, k2 = max

(ζ,Z)∈D

1
2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ)
∂ζi∂ζj

∣∣∣∣
 . (61)

By (60), it is can be proved that

0 < λ0 < min
{

1
2k1

,
1√
2k2

}
, (62)

there exist a constant ελ0 such that for all ε > ελ0∣∣∣∣F0i(4sεζ̄, z̄1)
εsi+τ0

−M1i(ζ̄, z̄1)
∣∣∣∣ ≤ λ0,

∣∣∣∣G0i(4sεζ̄, z̄1)
εsi+

τ0
2

−M2i(ζ̄, z̄1)
∣∣∣∣ ≤ λ0. (63)

If we choose ε0 = max{ελ0 , 1}, then it follows from (63) that for all ε > ε0,

F0i(4sεζ̄, z̄1) ≤ (M1i(ζ̄, z̄1) + λ0)εsi+τ0 , G0i(4sεζ̄, z̄1) ≤ (M2i(ζ̄, z̄1) + λ0)εsi+
τ0
2 . (64)

Let

φ1i(ζ̄) =
∂V0(ζ̄)
∂ζ̄i

, φ2i(ζ̄) =
∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

, (65)

then we can verify that

φ1i(4sεζ̄) = εσ−siφ1i(ζ̄) = εσ−si
∂V0(ζ̄)
∂ζ̄i

,

φ2i(4sεζ̄) = εσ−si−sjφ2i(ζ̄) = εσ−si−sj
∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

. (66)
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Combining (53), (57), (64) and (66) together, we obtain from (54) that for ε > ε0 ≥ 1

Ψ(ζ, Z) = Ψ(4sεζ̄,4lεZ̄)

= ϕ(4sεζ̄,4lεZ̄)−
m∑
i=1

F0i(4sεζ̄, z̄1)
∣∣φ1i(4sεζ̄)

∣∣
− 1

2
m
√
m

m∑
i,j=1

∣∣φ2i(4sεζ̄)
∣∣G0i(4sεζ̄, z̄1)G0j(4sεζ̄, z̄1)

≥ εσ+τ0ϕ(ζ̄, Z̄)− εσ+τ0

(
m∑
i=1

(M1i(ζ̄, z̄1) + λ0)
∣∣∣∣∂V0(ζ̄)
∂ζ̄i

∣∣∣∣
+

1
2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

∣∣∣∣ (M2i(ζ̄, z̄1) + λ0)(M2j(ζ̄, z̄1) + λ0)

 . (67)

Next, we show that for all ε > ε0, the following inequality holds

Λ(ζ̄, Z̄) =ϕ(ζ̄, Z̄)−
m∑
i=1

(M1i(ζ̄, z̄1) + λ0)
∣∣∣∣∂V0(ζ̄)
∂ζ̄i

∣∣∣∣
− 1

2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

∣∣∣∣ (M2i(ζ̄, z̄1) + λ0)(M2j(ζ̄, z̄1) + λ0) > 0. (68)

Define Ω =
{

(ζ̄, Z̄)|Λ(ζ̄, Z̄) > 0, ε > ε0, (ζ̄, Z̄) ∈ D
}

, D1 = D∩Ω,D2 = D∩Ωc, where
Ωc is a complementary set of Ω. It follows that D = D1 ∪ D2, D1 ∩ D2 = ∅.

By the definition of D1, we can show that for all ε > ε0,

Λ(ζ̄, Z̄) > 0, ∀(ζ̄, Z̄) ∈ D1. (69)

Next, we show that for all ε > ε0, Λ(ζ̄, Z̄) > 0, ∀(ζ̄, Z̄) ∈ D2. Let Γ1 = min(ζ̄T ,Z̄T )∈D
{ϕ2(Z̄)}, then we have Γ1 ≥ 0. If Γ1 = 0, then we have ϕ2(Z̄) = 0, which means that
Z̄ = 0. Thus, there exists D = {(ζ̄, Z̄)|ζ̄ 6= 0, Z̄ = 0} ⊂ D2 = D ∩Ωc. Let (ζ̄T0 , 0)|ζ̄0 6=0 ∈
D, then we have (ζ̄T0 , 0) ∈ D and (ζ̄T0 , 0) ∈ Ωc. By (58), if Z̄ = 0, then one has Z = 0.
According (60), if Z̄ = 0, then we have z̄1 = 0 and M1i(ζ̄, 0) = M2i(ζ̄, 0) = 0. It means

that ϕ(ζ̄0, 0) = 1 and ϕ(ζ̄0, 0) ≤

(
m∑
i=1

λ0

∣∣∣∂V0(ζ̄)

∂ζ̄i

∣∣∣+ 1
2m
√
m

m∑
i,j=1

∣∣∣∂2V0(ζ̄)

∂ζ̄i∂ζ̄j

∣∣∣λ2
0

)∣∣
ζ̄=ζ̄0 . By

the definition of ϕ(ζ, Z), it follows that ϕ1(ζ̄0) = 1 and

ϕ1(ζ̄0, 0) ≤

(
m∑
i=1

λ0

∣∣∣∂V0(ζ̄)

∂ζ̄i

∣∣∣+ 1
2m
√
m

m∑
i,j=1

∣∣∣∂2V0(ζ̄)

∂ζ̄i∂ζ̄j

∣∣∣λ2
0

)∣∣
ζ̄=ζ̄0 .

By (62), we have ϕ1(ζ̄0, 0) ≤ λ0k1 + λ2
0k2 < 1, which is a contradiction. Therefore,

we have Γ1 > 0. Note that ζ and Z are bounded, thus there exists a constant Γ2 such
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that

−
m∑
i=1

(M1i(ζ̄, z̄1) + λ0)
∣∣∣∣∂V0(ζ̄)
∂ζ̄i

∣∣∣∣
− 1

2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

∣∣∣∣ (M2i(ζ̄, z̄1) + λ0)(M2j(ζ̄, z̄1) + λ0) ≥ Γ2,

which means that Γ2 < 0. Then we have

Λ(ζ̄, Z̄) =ϕ1(ζ̄) + bϕ2(Z̄)−
m∑
i=1

(M1i(ζ̄, z̄1) + λ0)
∣∣∣∣∂V0(ζ̄)
∂ζ̄i

∣∣∣∣
− 1

2
m
√
m

m∑
i,j=1

∣∣∣∣∂2V0(ζ̄)
∂ζ̄i∂ζ̄j

∣∣∣∣ (M2i(ζ̄, z̄1) + λ0)(M2j(ζ̄, z̄1) + λ0)

> bΓ1 + Γ2, ∀(ζ̄T , Z̄T ) ∈ D2. (70)

Let b = −Γ2+Γ3
Γ1

, Γ3 > 0. By (70), we have that for all ε > ε0,

Λ(ζ̄, Z̄) > Γ3 > 0, ∀(ζ̄T , Z̄T ) ∈ D2. (71)

By (69) and (71), we have that ∀ε > ε0, Λ(ζ̄, Z̄) > 0. It follows from (67) that for all
ε > ε0, Ψ(ζ, Z) ≥ εσ+τ0Λ(ζ̄, Z̄).

Define Ω̄ = {(ζT , ZT )|(ζT , ZT ) = (4sεζ̄T ,4lεZ̄T ), ε > ε0, (ζ̄T , Z̄T ) ∈ D}, then we
have L V (ζ, Z) ≤ −Ψ(ζ, Z) < 0, (ζT , ZT ) ∈ Ω̄, which implies that the states of system
(1) are bounded. This completes the proof of the Theorem. �

Remark 3.11. Obviously, when τ = 0, Assumption 2.1 reduces to the lower-triangular
linear growth condition. Then the closed-loop system composed by (2), (36) and u =
Lnυ(ẑ) is globally asymptotically stable in probability, instead of GFTSiP. Thus, in this
case, the whole closed-loop system is globally asymptotically stable in probability.

3.3. Discussions and Extensions

It should be pointed out that Theorems 3.9 and 3.10 are obtained based on the assump-
tion that system (2) is in the lower-triangular form. In fact, many practical systems
may not have lower-triangular structures. Next, we will show that the result obtained
in the preceding subsection can be further extended to a more general class of SNCSs
which do not need driving subsystem (2) in the lower-triangular form. Due to the dom-
ination nature of the homogeneous domination approach, the results obtained can be
extended if the driving system (2)’s equivalent system (35) meets the following more
general assumption.
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Assumption 3.1. There are constants τ ∈ (− 1
2n , 0), c1 > 0,c2 > 0 and α ∈ (0, 1) such

that for i = 1, . . . , n

|fi(·)|
Li−1

≤ c1Lα
(
|z1|

ri+τ
r1 + |z2|

ri+τ
r2 + . . .+ |zn|

ri+τ
rn

)
, (72)

|gi(·)|
Li−1

≤ c2Lα/2
(
|z1|

2ri+τ
2r1 + |z2|

2ri+τ
2r2 + . . .+ |zn|

2ri+τ
2rn

)
, (73)

where r1 ∈
(
0, 1

2

)
is a ratio of two odd numbers.

Theorem 3.12. For SNCS (1) – (2), if Assumptions 2.2 and 3.1 hold, then the closed-
loop system composed by (1), (2), (36) and u = Lnυ(ẑ) is GFTSiP.

P r o o f . Under Assumption 3.1, we use the same coordination (34), observer (36)
and control law (37) for stochastic nonlinear system (35). Under the new growth
condition, the relations (40), (41), (42), (43) and consequently (44) need to be re-
vised. Similar to that of Theorem 3.9, we can prove that by choosing L > L∗ =
max

{
((δ1 + δ2)/θ2)

1
1−α , 1

}
, the closed-loop system consisting of (1), (36) and u =

Lnυ(ẑ) is GFTSiP. Following the same line of the proof of Theorem 3.10, it is not
difficult to show that the closed-loop system consisting of (1), (2), (36) and u = Lnυ(ẑ)
is GFTSiP. This completes the proof of Theorem 3.12. �

Remark 3.13. It should be pointed out that the control parameters βi and li−1, i =
1, . . . , n will increase significantly along with the dimension augment of each subsys-
tem due to the nature of the adding a power integrator technique and the domination
approach. The proposed design method is quite conservative for the neatness of the
proof. The high-gain parameter L is utilised to dominate the drift and diffusion terms.
Following general rules provided by the design procedure, one can choose some smaller
parameters by trial and error methods in practice.

4. SIMULATION EXAMPLE

Consider the following stochastic nonlinear cascaded system

dζ = −3
2
ζ

1
3 dt+ ζy dt+

3
10
ζ sin(y) dω (74)

dx1 = x2 dt+ 1
5x

10/11
1 dω

dx2 = x3 dt+ 3
10x

7/9
2 dt− 3

10 sin(y) dω

dx3 = udt+ 1
5 cos(x1)x6/7

3 dω, y = x1

(75)

In this simulation, we choose r1 = 11
23 , τ = − 2

23 , which imply that r2 = 9
23 , r3 =

7
23 and r4 = 5

23 . It is easy to show the nonlinear terms in subsystem (75) satisfy
Assumption 2.1. Noticed that, we have verified that the nonlinear terms in subsystem
(74) satisfy Assumption 2.2 in Remark 2.14. Therefore, by Theorem 3.10, the global
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output feedback finite-time control law for stochastic nonlinear cascaded system (74) –
(75) can be designed as

u = −L3b3

(
ẑ

23/7
3 + b

23/7
2

(
ẑ

23/9
2 + b

23/9
1 y23/11

))5/23

η̇2 = −L`1ẑ2, ẑ2 = (η2 + `1y)9/11

η̇3 = −L`2ẑ3, ẑ3 = (η3 + `2ẑ2)7/9

(76)

where b1, b2, b3, `1, `2 and L (L > 1) are appropriate positive constants. The simulation
is carried out with following choice: b1 = 0.8, b2 = 1.5, b3 = 2, `1 = 8, `2 = 5, L =
2.5, and (ζ(0), x1(0), x2(0), x3(0), η2(0), η3(0)) = (5, 1.5, 2,−10,−3,−2). The closed-
loop responses of (74) – (75) – (76) are shown in Fig.1.
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Fig. 1. Response curves of the closed-loop system (74) – (75) – (76).

5. CONCLUSIONS

In this paper, we have investigated the global output-feedback finite-time stabilization
problems for a class of stochastic nonlinear cascaded systems based on the recently
developed finite-time stability theory for stochastic nonlinear systems [14, 35, 36]. By
utilizing the adding a power integrator technique and homogeneous system theory, it has



800 Q. LAN, H. NIU, Y. LIU AND H. XU

been proved that global output-feedback finite-time stabilization problems for a class of
stochastic nonlinear cascaded systems can be solved by partial state feedback. Although
the obtained result is preliminary at this stage, it is hoped that the results obtained pave
a way to study the output-feedback finite-time stabilization for more general stochastic
nonlinear cascaded systems.
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