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Abstract. The paper is devoted to the study of the existence of solutions for nonlin-
ear nonmonotone evolution equations in Banach spaces involving anti-periodic boundary
conditions. Our approach in this study relies on the theory of monotone and maximal
monotone operators combined with the Schaefer fixed-point theorem and the monotonicity
method. We apply our abstract results in order to solve a diffusion equation of Kirchhoff
type involving the Dirichlet p-Laplace operator.
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1. INTRODUCTION

In the paper we study the existence of solutions to nonlinear nonmonotone evolu-
tion equations of parabolic type in Banach spaces involving anti-periodic boundary
conditions.

In the first part of this paper, we are interested in the evolution equation

(1.1) {ul(t) + A(t)u(t) = f(t) forae. tec (0,T),

where (A(t)):e(o,r) is a family of operators between a Banach space V' (which is
densely and continuously embedded into a Hilbert space H) and its dual space V.
Setting

X =LP0,T;V)
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and
D={ueX: v € X and u(0) = —u(T)},

formula (1.1) can be written as an algebraic equation from D into X’ having the form
(1.2) Lu+ Au = f

with
Lu=u', ueD

and
Au=A()u(-), ue X.

Our approach in solving problem (1.2) consists in applying the theory of monotone
and maximal monotone operators. More precisely, we have the following typical
situation:

(i) £ is hemicontinuous and maximal monotone,
(ii) A is hemicontinuous and strictly monotone,
(iii) £+ A is coercive with respect to the norm of V.

We apply a result which asserts that, under assumptions (i)-(iii), problem (1.2)
admits a unique solution. Consequently, under some suitable assumptions on the
family of operators (A(t)).c(o,), We obtain the existence and uniqueness of solutions
for problem (1.1).

In the second part of this paper, we consider the evolution equation

(1.3) {u’(t) + (A1 (t,u(t)))(A2u(t)) = f(t) forae. te (0,T),

where A1: R x H — L(V') and As: V — V' are two given operators. The main
difficulty of this problem is that the operator u — (A;(¢,u))(A2u) is not monotone.
We study the existence of solutions to this problem by applying a famous result

which is called the Schaefer fixed-point theorem. To this end, we shall consider the
modified evolution equation

{ uw'(t) + (A1(t,0(2)))(Agu(t)) = f(t) for ae. t € (0,T),
u(0) = —u(T)

with v € LP(0,T;H). Using the previous study, we know that this last prob-
lem admits a unique solution u € D, and this allows us to define an operator
A: LP(0,T;H) — L?(0,T; H) for which we apply the Schaefer fixed-point theorem.
As a consequence, this provides the existence of solutions for problem (1.3).
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It is worth pointing out that fixed-point theorems play an important role in the
study of the existence of anti-periodic solutions for evolution equations. By applying
a fixed-point theorem due to Browder and Patryshyn [5], Okochi has proved the
existence of an anti-periodic solution to the subgradient system

u'(t) + 9p(u(t)) 3 f(1), teR,

when the functional ¢ is assumed to be proper, l.s.c., convex and even; see [19]. He
got also further results for nonlinear parabolic differential equations in noncylindrical
domains and for nonlinear evolution equations associated with odd subdifferential
operator, see [20], [21]. Furthermore, Haraux [16] has obtained the existence of
anti-periodic solutions to a nonmonotone nonlinear subgradient system by means of
the Schauder fixed-point theorem. Utilizing yet the Schauder fixed-point theorem,
Chen [6] has obtained the well-posedness of solutions for the evolution problem

uw'(t) + Au(t) + VG(u(t)) + F(t,u(t)) =0, teR,
u(t+T)=—u(t), teR,

under the assumptions that A: D(A) — H is a self-adjoint operator, VG is the

gradient of a mapping G: H — Rand F': R x H — H is a nonlinear mapping. Re-

cently, by applying the theory of maximal monotone and pseudomonotone operators,
Zhenhai [29] has obtained the existence of solutions for the evolution equation

{ u'(t) + Au(t) + G(u(t)) = f(t) for ae. t e (0,7T),

under the following assumptions:

(i) A: V — V' is monotone and demicontinuous.
(i) G: V — V' is continuous, weakly continuous and for any sequence (u,) in V
which converges weakly to v in V' we have

lim sup(Gup, up, — u)yr v = 0.
(iii) There exist positive constants c1, ca, c3, and ¢4 such that for every u € V

| Aully: < ex((fully™ + 1), [Gullv: < ex(llullf" + 1),

(Au + Gu,u)yr v > csllully, — ca.

By applying the Schaefer fixed-point theorem combined with the continuity method,
Boussandel [4] solved, in Hilbert spaces, the evolution equation

{u’(t) +Q(tu(t) " 'VE(u(t)) = f(t) for ace. t € (0,T),
u(0) = —u(T),
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where Q: [0,T] x H — L(H) is an operator such that Q(t,u) is invertible for every
(t,u) € [0,T] x H and VE denotes the gradient of a quadratic form FE on V with
respect to the fixed inner product (-,-)g on H. As a consequence of this result, we
obtain the existence of solutions of the quasilinear diffusion equation

% —m(t,,u)Au=f in (0,T) x £,
(1.4) u=0 on (0,T) x 09,
U(O, ) = _U(Ta ) in Qa

where m: [0,7] x Q@ x R — [e,1/¢] is a measurable function such that m(¢,x,-) is
continuous for every (t,x) € [0,T] x Q.

The existence of anti-periodic solutions to first order evolution problems has been
considered by many mathematicians under several assumptions on nonlinear terms;
we invite the readers to refer to [2], [12], [7], [8], [10], [9], [11], [23], [24] for further
reading. Second order problems involving anti-periodic boundary conditions are
considered in [1], [2], [3], [17], [18], [25], [26], [27].

The rest of the paper is organized as follows. In the next section, we recall some
necessary definitions and results on monotone and maximal monotone operators.
Then we state the main results with their proofs. Finally, in Section 3, we apply our
abstract results of Section 2 to a diffusion equation of Kirchhoff type involving the
Dirichlet p-Laplace operator.

2. FUNCTIONAL SETTING AND MAIN RESULTS

We start by presenting the functional setting and introducing some definitions,
notions and preliminary facts which will be useful in the sequel. Let V' be a real
reflexive and separable Banach space with norm |||y, and let H be a real Hilbert
space with inner product (-,-)z and induced norm ||-|| & such that V' is densely and
continuously embedded into H. The duality bracket between the dual space V'
and V is denoted by (-, -)y,v-. Identifying H to its dual H', we have V. C H C V'.
Let T'> 0, p > 2 and let

X =L1P0,T;V)

endowed with its natural norm, i.e.

e = ( [ e dt)l/p.

The dual space X’ of X is given by
X'=LY0,T;V")
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with 1/p+1/qg = 1. Let further
D={ueX: v eX and u(0) = —u(T)},
which is a Banach space for the norm
lullp = llullx + [lu'l] 2

Remark 2.1. We note that D is continuously embedded into C([0,T]; H)
(see [28], Proposition 23.23), so that if u € D, then the anti-periodic condition
1u(0) = —u(T') makes sense.

Let in addition (A())c(o,r) be a family of operators from V into V.

Definition 2.1. Let V be a Banach space and let A: V — V' be an operator
from V into its dual space V'.

1. We say that A is monotone if
(2.1) (Au— Av,u —v)pry 20 Yu,v el

The operator A is called strictly monotone if for u # v the strict inequality holds
in (2.1).

2. We say that A is hemicontinuous if the function
t= (A(u +tv), w)yr v

is continuous on [0, 1] for all u, v, w € V.

3. We say that A is coercive if

Aully

llully o0 |lullv

Definition 2.2. Let V be a Banach space and let C be a linear dense subspace
of V. Let L: C — V' be a linear operator. The operator £ is called maximal
monotone if for every (u, f) € V x V' the implication

(Lv—fiv—uppy >0 VYvel)=uelCand f=Lu

holds true.
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We assume that the following assumptions hold:

(H1) For each u € V, the function A(-)u: (0,7) — V' is measurable.
(H2) For each t € (0,T), the operator A(t) is hemicontinuous.

(H3) For each t € (0,T), the operator A(t) is strictly monotone.

(H4) There exists ¢; > 0 such that for every ¢ € (0,7") and every u € V

1
A ullv: < eallullf,
(H5) There exist ca > 0 and ¢3 > 0 such that for every ¢ € (0,7) and every u € V
(A)u, wpyvr v = eallulll, — csllullv.
v

We consider the first order differential equation

(2.2) {“/(t) + A(t)u(t) = f(t) for a.e. t € (0,T),

where f: (0,7) — V' is a given function. We have the following result.

Theorem 2.1. Under assumptions (H1)—(H5), for every f € X', problem (2.2)
admits a unique solution u € D.

The proof of Theorem 2.1 will be based on the following result, see [14], Chapter 3,
Section 2.2.

Lemma 2.1. Let V be a real separable and reflexive Banach space and let C be
a linear dense subspace of V. Let A: V — V' be a hemicontinuous and monotone
operator. Let L: C — V' be a linear hemicontinuous and maximal monotone opera-
tor. We assume that L + A is coercive with respect to the norm of V. Then L + A
is surjective. Moreover, if A is strictly monotone, then £ + A is invertible.

Proof of Theorem 2.1. Let £L: D — X’ be the linear operator defined for every
u € D by Lu = . Let further A: X — X’ be the operator defined for every u € X
by
Au = A()u(").

Step 1. (A is well defined.) From assumption (H4) we have for every u € X

T

T T
/ IA@® )%, dt < e / lu(®)4P ™ dt = e, / lu(®)|?, dt,
0 0 0
which shows that A is well defined.
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Step 2. (A is strictly monotone.) Using assumption (H3) we have for every
u,v € X such that u # v

T
(Au— Av,u — v)xr x = / (A(t)(u(t)) — A(t)(v(t)), u(t) —v(t))yr v dt > 0,
0
which means that A is strictly monotone.
Step 8. (A is hemicontinuous.) Let u,v,w € X be fixed and let « € [0,1] and (¢,)

be any sequence in [0, 1] which converges to a. We have from the definition of the
operator A

T
(A(u + tyv), w)xr x = / (A@) (u(t) + tho(t)), w(t))yr v dt.
0
From assumption (H2) we can derive the convergence

(A)(u(t) + too(t)), w(t)) v v = (A)(u(t) + av(t), wt)v. v
for a.e. t € (0,7).

Moreover, from assumption (H4) we obtain the estimate

LA (u(t) + tav(0)), w(t))vr v ] < a5+ lo@) vy~ lw®)v

with ¢/ > 0 being independent of n. By Hélder’s inequality, it follows that we have
the following two estimates:

[ 1l o ds < (/ o ds)w (/ o ds)w
/ I ol at < (f ol ds)l/p' (/ "l ds)l/p-

This yields that the function

and

t e (la@I " + o@D llw@)llv

belongs to L'(0,7). The desired result follows from the dominated convergence
theorem.

Step 4. (L is maximal monotone.) For the proof of this fact, we invite the reader
to consult [29].
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Step 5. (L is hemicontinuous.) This is an immediate consequence of the fact that
L is a linear bounded operator.
Step 6. (L + Ais coercive.) Let R > 0 and let u € X, u # 0, such that

(Lu+ Au, uar

[ufl 2

< R,
that is
(2.3) (Lu + Au,u) xr x < Rl x.
We prove that there exists C'(R) > 0 such that

[ullx < C(R).

From the definition of the operators £ and A we have the following identity:

T T
<£U+AU,U>X/’X = / <u,,u>vl7v dt + / <A(t)u,u>vlyv dt.
0 0

Using the fact that u(0) = —u(T'), we get from [28], Proposition 23.23,

T ! g d 2 1 2 1 2
; (W', u)yr v dt = | 5 @z dt = 5 llu(D)lE = 51uO)]E = 0.

It follows from assumption (H5) that

eallull% —cs /OT lullv dt < (Lu + Au, u)x7 x,
which implies by Holder’s inequality that
collullfy — esTllullx < (Lu + Au,u)xr x-
Combining this last estimate with (2.3), we obtain
collullf = (esT + R)lJuflx < 0.
Therefore,

csT + R)l/(pfl)

Julla < (
C2

This proves that £+ A4 is a coercive operator. The claim follows from Lemma 2.1. [
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In the sequel, we shall consider two operators
A Rx H — LV, (t,u) = Ai(t,u),
and
AQI V—)V,, un—>A2u.

We assume that the following assumptions hold:

(A1) For each u € V and for each v € H, the function (A;(-,v))(Asu): R — V' is
measurable.
(A2) For each (t,v) € R x H, the operator A;(t,v)As: V — V' is hemicontinuous.
(A3) For each (t,v) € R x H, the operator A;(t,v)Ay: V — V' is strictly monotone.
(A4) There exist ¢4 > 0 and ¢5 > 0 such that for every (¢,v) € R x H and every
ueV
(As (2, 0))(Agw), Wy > eallulll, — eslullv.

(A5) There exists ¢g > 0 such that for every (¢,v) € R x H

|41t v)|lzovry < ce-
(A6) There exists ¢; > 0 such that for every u € V

[Azullv: < erllullf
(A7) If (vy) C H is such that

v, = v in H,

then
Aq(t,v,) = A1(t,v) in L(V') a.e. t € (0,T).

(A8) The embedding V — H is compact.

We consider the following first order differential equation:

(2.4) {u/(t) + (A1 (t, u(t)(Agu(t)) = f(t) for ae. t € (0,T),

where f: (0,7) — V' is a given function. As a consequence of Theorem 2.1, we
obtain the following result.

Theorem 2.2. Under assumptions (A1)—-(A8), for every f € X', problem (2.4)
admits a solution u € D.
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Proof. To prove this theorem, we shall use the Schaefer fixed-point theorem
(see [15]). Set ¥ = LP(0,T;H). Let f € X', v € Y be fixed and consider the first
order differential equation

(2.5) {u/(t) + (A1 (t,0(t)))(A2u(t) = f(t) for ae. t € (0,T),

u(0) = —u(T).
Let

B(t): V=V,
ur (A1 (t,v(t)))(Agu).

We check that the family of operators (B())ic(o,r) satisfies all assumptions (H1)-
(H5). It follows from Theorem 2.1 that problem (2.4) admits a unique solution
u € D. Therefore, we can define the solution mapping

At Y=,

v = Av =u,

where u € D is the unique solution of problem (2.5).
Step 1. (A is continuous from Y into V.) Let (v,) C Y be such that

(2.6) v, >0 in Y,

and let v, = Av, and w = AvU. Prove that u, — @ in ). It suffices to prove that
un, — @ in Y for a subsequence. By convergence (2.6), we can extract from (vy,)
a subsequence denoted again by (v,,) such that

(2.7) un(t) > 0(t) in H ae. t € (0,T).
By the definition of the mapping A, we have

(2.8) {u;(t) + (A1t 0n (1)) (A2un(t)) = f(t) ae. te(0,T),

Un (0) = —un(T).
Multiplying (2.8) by w,(t) with respect to the duality bracket (-,-)y 1, then inte-

grating over the interval (0,7") and using the fact that u,(0) = —u,(T'), we obtain
the integral identity

(29) /0<(A1(t7vn))(A2un)7un>V/’vdt:/0 <f,un>vl7vdt.
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Using assumption (A4), this yields the estimate

T T
i [Nl < [ st 1Al llually .
0 0

It follows from Holder’s inequality that

1 T , 1/p"q1/(p—1)
(2.10) funlie < [ ([ s e Uy ae) ]
Cy 0
that is
(2.11) (up,) is bounded in X.

Moreover, by using assumptions (A5)—(A6), Holder’s inequality and estimate (2.10),
we have for every v € X

T

T
/ ((Av(t,vn))(Agun), v)vr v dt‘ S 0607/ a5 lollv dt
0 0

T (p—1)/p T 1/p
<aaer ([ wttrar) ([ ol ar)
0 0
ceCr T , /e’ T /p
<9 ([asga) ([ )
Cq 0 0

(2.12) ((A1(-,vp))(A2uy)) is bounded in X’.

which means that

From (2.8) we get that
(2.13) (u),) is bounded in X”.

The boundednesses (2.13), (2.12), and (2.11) yield that we can extract from (u,)
a subsequence denoted again by (u,) such that

(2.14) Up, =W in X,

(2.15) ul,
(2.16) (A1(-,vn))(Aguy,) — € in X7

—w in X',

Applying weak limit (2.16) to (2.8), we get
u, = f—¢& inX.
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Combining this last limit with (2.15), we obtain the identity
(2.17) w+E=T.

Moreover, since uy,(0) = —u,(T) and since the space {u € X': v/ € X’} is continu-
ously embedded into C([0,T]; H), we deduce from (2.14) and (2.15) that

(2.18) w(0) = —w(T).

Combining (2.18), (2.17), and (2.14), identity (2.9) yields that

T

(2.19) lim <(A1(t,vn))(AQun)),umf,v=/ (f(t), @)y v dt
0 0

T T T
= w)yr vy dt — W, W)y v dt = w)y,v dt.
/0 (f(t), W)y ydt /0 (@', wyy,y dt /o (€, W)y v dt

Let v € X and set wy = (1 — A)w + v, A € (0,1). Then, by assumption (A3) we
have

T
/0 (A (8, 0)) (Aztin) — (A (£, 0)) (A )t — wn )y v dt > 0,

which can be rewritten as
T
(2.20) )\/ ((A1(t,vn)) (A2up), W — )y y dt
0
T
> [ (s ) () = o)
0
T
+ [ v ren) e~ whe
0

- / ((As(t 00)) (A2t — )y .

Using (2.19) and (2.16), we obtain the convergence

(2.21) /OT<(A1(t,vn))(A2un),un By dt = 0.

We have the following identity:
T
(2.22) / ((A1(t,v0)) (Aswy), up — W)y v dt
0
T
= [ (it0) = A1) (Aan), e~ ) e
0
T
+/ <(A1(t,ﬁ))(A2w>\),un _E>V/,V dt.
0
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The convergence (2.14) yields that

T
(2.23) /0 (A1 (6,9))(Agwy), tn — Thyry dt = 0.

In addition, using the fact that (u,) is bounded in X, we get the following estimate:

T
A (A1 (F v) — Ay (1,9))(Agwn ), — W)y dt

T
<C [ 1At o) — )k Az e
0

with C > 0 being independent of n. Employing assumptions (A5)—(A7) and
limit (2.7), it follows from the dominated convergence theorem that

T
| It o) () = (Ar(ET) [ Azt =
Therefore,
T
(2.24) / (A1 (£, vn) — Ay (£,9))(Agwp), e — T)yry dt — 0.
0
Hence, combining (2.24), (2.23), and (2.22), we obtain
T
(2.25) / ((Ax (£, v0)) (Agwy )ty — Thyry dt — .
0
Letting n — oo in (2.20) and using (2.25) and (2.21), we get the estimate
T T
| em=vvivaes [ (o)) @ - oy e
0 0

From assumptions (A2), (A5), (A6), and the dominated convergence theorem, we
deduce by letting A — 0 in this last estimate that

T T
/ (€T — vy di > / (A1 (£,9)) (Ag), 0 — vy dt.
0 0
Since v € X is arbitrary, it follows from this last estimate that

(A1( 7)) (A2w) = €.
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Thus, w € D and W is a solution of the problem

{@/ + (41(,?))(A2w) = f  for ae. t € (0,T),
w(0) = —w(T).

Since u is the unique solution of this last problem, we conclude that w = u. This
proves that A is a continuous mapping.

Step 2. (A is relatively compact.) It suffices to show that for any bounded se-
quence (u,) in X we can extract a subsequence (denoted again by (u,)) such that
(Auy,) converges strongly in X. This fact can be handled in a similar way as in the
first step. We note that in this step we use the fact that the space {u € X: v’ € X'}
is compactly embedded into LP(0,T; H), since V is compactly embedded into H by
assumption (A8) (see [28], Problem 23.13).

Step 3. (The Schaefer set C := {u € X: v = AAu for some A € [0,1]} is bounded.)
Let u € C. Then there exists A € [0,1] such that u = Au, i.e.

{u’(t) + (A1(t,u))(Aqu(t)) = Af(t) forae.t e (0,T),

As in the first step, we can see that there exists C' > 0 which is independent of u such
that ||u|/p < C, which implies that C is a bounded set. Applying the Schaefer fixed-
point theorem, we conclude that there exists u € X which is a fixed-point of A, that
is u € D is a solution of problem (2.4). This completes the proof of Theorem 2.2. [

3. APPLICATION

Let Q C RN be open and bounded and let

b: RxR — R,
(t,u) = B(t, u)

be a measurable function which satisfies the following conditions.

(B1) For every u € R, the function t — S(t,u) is measurable and for every t € R,
the function u — B(¢,u) is continuous.
(B2) There exist cs,co > 0 such that for every (¢t,u) € R x R

cs < B(t,u) < c.
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We consider the diffusion equation of Kirchhoff type

o .
8—1: — Bt ullz2)Apu = f in (0,T) x Q,
(3.1) u=0 on (0,T) x 09,
u(0,-) = —u(T,") in Q,

where A, is the p-Laplace operator

Apu = div(|VulP 2 V).

We put
V =W,"(Q)
endowed with the usual norm
lullip = Vull L)~
and
H=12Q)

endowed with the usual inner product and norm denoted by (-,-);2 and |||z, re-
spectively. We introduce the functional J: V' — R defined for every u € V by

1
J(u) = / Vul? de.
P Ja

It is well known that J is continuously differentiable on V' and we have for every
u,v €V

J (u)v = / |VulP~2Vu - Vodz = (—Ayu, v)yr v
Q

We set
A: RxH— E(V’),
(t,u) = B, [lul[L2) v
and
Ay: V — V/,
u— —Apu,

where Iy denotes the identity operator of V’. Assumption (A2) follows from the
continuity of the derivative operator J’. It is well known (see [13], Exercise 7.6.13)
that the operator As is strongly monotone in the sense that there exists ¢ > 0 such
that for every u,v € V we have the estimate

(Agu — Agv,u —v)yr v = cfju— v}
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Hence, combining this fact with assumption (f2), we get that assumption (A3) is
fulfilled. For every (t,v) € R x H and every u € V one has from assumption (£2)

((Av(t, 0))(Au), u)vr v = B(E, [0l 22) T (w)u = pB(E, ([l L2) [ull§, = pes|lully,

which yields that assumption (A4) is satisfied. Assumption (A5) follows immediately
from assumption (f2). In addition, by using Holder’s inequality, we get for every
ueV

[(Asu, v)yr v| = ‘/ |Vu[P~2Vu - Vo da
Q

</ |VuP~ Vo d
Q

-1 -1
< IVullpp v VOl ey = llully vllv,

which implies that
-1
[Azully < [lullf

This proves that assumption (A6) is satisfied. Assumption (A7) is straightforward.
Finally, assumption (A8) can be deduced from [22], Corollary 8. As a consequence
of Theorem 2.2, we obtain the following result.

Corollary 3.1. For any f e L(0,T; W~14(Q)) there exists u € L?(0,T; W, *(Q))
such that u' € L4(0,T; W~%9(Q)), which is the solution of problem (3.1).
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