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1993 ACTA UNIVERSITATIS CAROUNAE-MATHEMATICA ET PHYSICA VOL. 34. NO. 2 

Asplund Spaces for Beginners 

D. Yost 

Milano*) 

Received 14 April 1993 

It is now apparent, to Banach spacemen and women in particular, and perhaps 
to analysts in general, that Asplund spaces are an interesting and useful class of 
Banach spaces. Put simply, an Asplund space is a Banach space, on which every 
continuous convex real-valued function is automatically Frechet differentiable on 
a dense set. This is not quite the standard definition, but we will soon see that it 
is equivalent. A problem for newcomers to this area is that there is a plethora of 
properties equivalent to Asplundness; finding a reasonable proof of the particular 
implication that one needs may involve a wild goose chase through the literature. 
Even though books have now been written about this topic ([Bo, Chapter 5], [G2], 
[P3]), they quite rightly embed Asplund spaces into the general theory of differen
tiation of convex functions on infinite-dimensional spaces. One encounters Hada-
mard differentiability, bump functions, variational principles, optimization pro
blems, dentability and usco maps in this now vast area. One also finds the basic 
facts about Asplund spaces, but not necessarily all in one place. (Admittedly, 
anyone with access to [PI] will have an easier time). 

The first section of this note gives a quick account of the differentiability 
properties of convex functions. The proofs are by now standard, but not entirely 
trivial. Our main aim is to give a succint introduction to Asplund spaces and their 
basic properties; this is done in the second section. Experts will find nothing 
remotely surprising here, but we hope that others will find the exposition useful. 
After a few basic definitions, we give just one Theorem, stating that half a dozen 
other conditions are equivalent to Asplundity. 

The third section briefly studies some properties enjoyed by Asplund spaces. 
Some of these are also characterizations of Asplundty, but including them all in § 2 
would have cluttered the exposition. 

*) Universita di Milano, Dipartimento di Matematica, Via C. Saldini 50, 20133 Milano, Italy 
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In § 4 we show that this theory is not vacuous, by briefly discussing all the 
examples of Asplund spaces which we have been able to find. We claim no novelty 
for the results in this section either. 

We adopt the widespread and harmless convention that topological concepts 
refer to the norm topology, unless explicitly stated otherwise. 

1. Convex funct ions and d i f f erent iab i l i ty 

We assume that the reader is familiar with the basic properties of convex 
functions from R to itself, or from an open interval into R. Namely, every such 
function is continuous, has left and right derivatives at every point, these one-sided 
derivatives are monotonic and agree except perhaps on a countable set. Thus every 
convex function on R is differentiable almost everywhere. 

It will be convenient to work with the subdifferential of a convex mapping. 
Given a continuous convex cp: X -* R, its subdifferential is the set-valued 
mapping dcp: X-* 2X* defined by dcp(x) - {/€ X*:f(y) - f(x) S 
— <P(y) ~~ ^x) f°T a^ y € ^1- (1° c a s e <Pls onty defined on a convex open subset 
D of AT, the condition Vy^X must be replaced by Vy e D). As a motivation for 
this concept, we note that a convex cp: R -* R is differentiable at the point x iff 
there is a unique / e R satisfying fy — fx^ <p(y) — (p(x) for all y e R, iff 
there is a unique affine a: R -* R with a ^ cp and a(x) = cp(x). In case X is 
one-dimensional, we may identify X* with R; then d<p(x) reduces to the interval 
between the left derivative of cp at x and the right derivative. 

It is routine to show that dcp(x) is always weak* closed, convex and non-empty; 
the following Lemma implies that it is bounded, hence weak* compact. 

Lemma 1. Let cp: X -+ R be locally bounded (in particular continuous) and 
convex. Then cp is locally Lipschitz, and dcp is locally bounded 

Proof, Fix a e X. Local boundedness gives us M, 6 > 0 so that \(p(x)\ ;£ M 
whenever x e B(a, 26). For any JC, y e B(a9 d), set a = ||x — y\\ and 
z=s I I * - >1l<Va. Then 

a 6 
\\z- a\\ ^ 26 => y >z+ JC e £(a,2<5) 

a + (5 a + 6 
a 6 

a + o a + o 

-*• ?<y) - ?<x) ^ -4--(<p(-) - ?<*)) -J ̂ r «* - y\\ • 
a + o o 
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Interchanging x and y, we see that \<p(x) — <p(y)\ ^ ™ \\x — y\\ for all x, y e 
e S(a, 6). Thus <p is locally Lipschitz, which easily implies the local boundedness 
of d<p. 

Let's say that a function q>: X -* Y between two normed spaces is Gateaux 
differentiable at a point x iff the partial derivative fj — lim -t((p(x + tv) — <p(x)) 

/ - 0 

exists for every direction v. Many authors insist also that f̂  depends linearly and 
continuously on v, although Gateaux himself did not [Ga]. In case Y = R and 
<p is convex, it is routine to show §*(x) is a linear function of v whenever it exists; 
so this distinction is irrelevant for our purposes. One calls this continuous linear 
functions <p\x): X -* Y the Gateaux derivative of <p at x; thus (p'(x)(v) = §f(*). 
Another easy exercise is to show that d<p(x) contains precisely one point (namely 
the Gateaux derivative of <p at x) iff <p is Gateaux differentiable at x. 

Frechet differentiability is the most commonly studied version of differentiabili
ty, for functions defined on spaces of more than one dimension. One says that 
<p: X -* y is Frechet differentiable at the point x iff there exists a continuous 
linear T: X - Y such that 

U m V(x + h)- <p(x) - Th _ Q 

1*1 

It is easy to see that Frechet differentiability implies Gateaux differentiability, and 
that T — <p'(x) in this case. 

Given two topological spaces T and U, one says that a set-valued function 
W: T -* 2 u is upper semicontinuous at the point x e T iff for every open set 
V containing *P(x), there exists a neighborhood Nofx such W(y) £ V for every 
y e N. Clearly W is upper semicontinuous at every point if and only if {x: F n 
n W(JC) ?* 0} is closed, for every closed F c (/. In case (7 is a locally convex 
space and W(x) is compact, we have a more manageable formulation: IP: T -* 2U 

is upper semicontinuous at the point x e T if for every neighborhood /V of 0 in 
tf> {^: t y ) c w(x) + 1V} is a neighborhood of x. 

In the case of the subdifferential of a convex function <p: X — R, we consider 
only the norm topology on X; thus r-upper semicontinuity refers always to the 
T topology on X*. Weak* upper semicontinuity of the subdifferential d<p is routine 
to prove. 

Lemma 2. Let <p: X -* R be continuous and convex. Then <p is Frechet 
differentiable at x, with cp'(x) — /, if and only if d<p(x) — {/} is a singleton, and 
dtp is norm upper semicontinuous at x. 

Proof. (<=) Upper semicontinuity of d<p ensures that for every e > 0, we can 
find a positive 6 so that, for every y with ||y|| < d, we have d<p(x + y) £ 
£ B(/, e). For all sufficiently small y, we then have 
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0 g <p(x + y) - <p(x) - f(y) since fed <p(x) 

£ <p(x + y) - <?>(*) ~ g(y) + 11/ - g|| \\y\\ for any g 

^ 0 + £||y|| choosing g e d<p(x + y). 

(=>) Gateaux differentiability guarantees that d<p(x) — {/} is a singleton. Now 
suppose that xn -» x and /„ e d<p(xn)\ we must show that /„ -+ /. Since 3<p 
is locally bounded, we may assume that the sequence (fn) is bounded. For all y, 
we then have 

(/„ - f)(y) - /„(* + y) - /„(*„) - Ay) + /«(*« - *) 

-̂  <K* - y) - <K*«) - f(y) + fn(xn - *) 

-S ?<x + y) - <K*) - 9>'(*)(>0 + (?(*) - <p(xn)) + fn(xn - x). 

The last two terms converge to 0, as n -* °°, uniformly with respect to y, Thus, 
for any e > 0, there is a 6 > 0, so that for all y with ||y|| < 6 and for all 
sufficiently large n, we have (/„ — f)(y) ^ e\y\ + ed. 

As usual in functional analysis, it will often be convenient to work in the dual, 
rather than the space we had to start with. Our first dual concept is the following. 
Given any bounded set A a X, we define its support function </: X* -* R by 
oA(f) = sup/(jt). A point x e A is said to be exposed by a functional f*X* 

xeA 

if/attains its maximum on A at x and at no other point. Obviously every exposed 
point is an extreme point; the converse is false, even in two dimensions. One says 
that x is strongly exposed by / if, in addition, every sequence (xn) in A which 
satisfies f(x n) -* f(x) is actually convergent to x. 

Very often, we will be working with a bounded set A C X*, and it will be 
convenient to work with a support function oA defined only on X. Thus we set 
oA(x) — sup f(x). If the point / e A is exposed by a functional which lies in X, 

ft A 

not merely in X**, we say that it is weak* exposed. Similarly we say/is strongly 
weak* exposed by x e X if ||/n — /|| -* 0 for every sequence (/„) in A for 
which fn(x) -• f(x). Note that the support function of a set in X* coincides with 
the support function of its weak* closed convex hull; thus the assumption which 
begins the next result is not at all restrictive. 

Lemma 3. For any weak* compact convex set A in X*, we have 
(i) oA is continuous and convex, 

(ii) / € doA(x) if and only if / e A and f(x) — oA(x), 
(Hi) o A is Gateaux differentiable at x, with oA(x) — f if and only if ft A is 
weak * exposed by x, 
(iv) a A is Frechet differentiable at x, with dA(x) — F if and only if / € A is 
strongly weak * exposed by x. 
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Proof, (i) and (ii«=) are very easy. 
(ii=») For all y*X, X > 0, we have f(ky) - f(x) ^ oA(Xy) - oA(x). 

Dividing by A and letting A -* °o yields f(y) ^ oA(y). The separation theorem 
then forces fe A. Finally - / ( * ) - /(0) - f(x) £ oA(0) - oA(x) - - a A ( x ) . 

(iii) follows immediately from (ii). 
(iv=>) Part (iii) shows that /— dA(x) belongs to A. Differentiability in the 

Frechet sense means that for every e > 0, we can find <5 > 0 so that every y with 
||y|| < 6 satisfies oA(x + y) — o A(x) — f(y) < e\\y\\. Now suppose that 
/„ e A and that fn(x) - f(x). Then 

(/„ - f)(y) - / • (* + y) - /(*) - /(y) - (/„ - /)(*) 

^ oA(x + y) - aA(x) - c^OOOO - (/„ - f)(x) 

-* 0 uniformly with respect to y, 

This implies that ||/n - f\\ -* 0. 
(iv^=) is easy now. From (iii) we know that oA is Gateaux differentiate at x, 

and that / = dA(x) is the unique member of doA(x). By Lemma 2, it suffices 
to show that doA is norm upper semicontinuous at x. So let xn -+ x, and 
fn

 e
 ^^A(X„). Using (iii) again, /„ e _4 and /,(*„) - aA(*n) - aA(x) - /(*). 

By hypothesis fn -+ f. 
Lemma 3(iv) is essentially due to Smulian [Sm, Theorem 1]. He established this 

in the case when A is the dual unit ball (equivalently, when oA is the norm), but 
the same argument works in the general case. This seems to have been observed 
first by Asplund [As, Propositon 1]. It indicates the fundamental connection 
between differentiabilty and geometric properties of the dual space, and could be 
said to mark the beginning of this area of research. Lemma 3(iv=>) can be proved 
more simply, in the same manner as its converse, by using the Bishop-Phelps 
Theorem. Since the latter was not available to Smulian, we thought it more 
interesting to present a direct argument. 

For completeness, we state the result dual to Lemma 3. It is not needed until § 3. 

Lemma 4. For any closed bounded conves set A in X, we have 
(i) oA is convex and weak* lower semicontinuous,, 

(ii) if A is compact, then o* is weak * continuous, 
(iii) oA is Frfchet differentiable at f, with (o*)'(f) — x if and only if x e A is 
strongly exposed by f. 

Proof, (i) and (ii) should be straightforward by now. 
(iii) Denote by B the weak* closure of A in X**. Lemma 3 tells us that 

oB: X** -* R is Frechet differentiable at/, with dB(f) = F, say, iff B is strongly 
weak* exposed at F by / To establish (=>), it suffices to show that F z A. Let 
(xn) be a sequence in A with f(xn) - o A(f). Since oA(f) - o B(f) - F(f), 
we have ||xn - F|| - 0, and so F * X. 
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Since ( <=) is not needed until much later, and not for our main theorem, we feel 
free to use the language of slices, which is introduced in the next section. Suppose 
then that A is strongly exposed at x by /. This means that diam S(A, f,e)^0 
as e -* 0. Note that if Y is any subset of a topological space, and G is an open 
subset, then G n y is dense in finf, Thus S(B, f, e) is weak* dense in 
S(A, f, e), and the two slices have the same diameter. It follows that B is strongly 
weak* exposed at x by /. 

Lemma 4(iii) was also proved by Smulian. In fact, his proof covered Lemmas 
3 and 4 simultaneously. We stress that the differential of a4 actualy lies in X, not 
merely in X**. Combining Lemma 3(iv) and Lemma 4(iii), and taking A to be the 
unit ball of X*, we obtain the result, implicit in [Sm], that if the norm on X is 
Frechet smooth at the point x, then the norm on X** is also Frechet smooth at x. 

2. Character izat ions of Asplund spaces 

An Asplund space is usually defined as a Banach space X with the property that 
if D is any open convex subset of X and q>: D -* R is any continuous convex 
function, then cp is Frechet differentiate on a dense Gd subset of D. We will soon 
see that this is equivalent to the definition given in the introduction. In fact, the set 
of points of Frechet differentiability of (p is necessarily a G6 set [P3, Proposition 
1.25], so this requirement could be omitted from the definition. Asplund spaces 
were first studied seriously by Asplund [As] under a different name, and were 
renamed in his honor in [NPJ.Let us mention two easy examples now. It is clear 
that R is an Asplund space, whereas tx is not, as its norm is not Frechet differen-
tiable at any point. 

Of all the properties equivalent to Asplundity, the following seems to be one of 
the most useful: X is Asplund if and only if every separable subspace of X has 
separable dual. Indeed, this now seems to be the most popular way of proving that 
a given space is Asplund. Therefore our first task in presenting Theorem 6 below 
was to find a reasonably simple proof of the sufficiency of this condition. For better 
or worse, we still need a lot of definitions; let's get them over and done with. 

Given a subset A of a Banach space X, a slice oiA is the nonempty intersection 
of A with an open half-space. In case A is bounded, one often writes 

S(A,f, e) = {xe A: f(x) > sup f(A) - e}, 

where/ e X* and e > 0. A set is called sliceable if it contains slices of arbitrarily 
small diameter. Here, one needs to exclude the empty set from being a slice. In case 
X is a dual space, one defines a weak* slice as the nonempty intersection of 
A with a weak* open half-space; thus the determining functional comes from the 
predual of X, not merely from its dual. A subset of a dual space is then said 
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to be weak* sliceable if it contains weak* slices of arbitrarily small diameter. 
A Banach space is said to have the Radon-Nikodym Property if every bounded 
subset is sliceable. (The restriction to bounded sets is essential; obviously the whole 
space is never sliceable). Although it is not standard terminology, we will say that 
a dual space has the weak* Radon-Nikodym Property if every bounded subset is 
weak* sliceable. The reason that this term is not commonly used is (as we will soon 
see) that the weak* Radon-Nikodym Property is equivalent to the Radon-Niko
dym Property in dual spaces. 

The Radon-Nikodym Property for X is equivalent to the validity of the Radon-
-Nikodym Theorem for Z-valued vector measures — hence the name. For a proof 
of this, see [DU] and [GU]. This is a much studied property, which we cannot do 
justice to in this short note, so we simply point to [Bo] and [DU] for further 
enlightenment. The duality between Asplund spaces and spaces with the Radon-
-Nikodym Property ((5) <=> (7) in Theorem 6) indicates that the two properties 
cannot successfully be studied in isolation from one another; nevertheless we limit 
ourselves here to introducing Asplund spaces. 

Obviously any set with a strongly (weak*) exposed point is (weak*) sliceable; 
a sort of converse is given by [NP, Lemma 1]. Thus Smulian's result (Lemma 3) 
implies that the dual of an Asplund space has the weak* Radon-Nikodym Proper
ty. This seems to have been first observed in [NP], That the converse is true was 
first proved much later. This dual property is central to the study of Asplund 
spaces; indeed it is involved in the proofs of the majority of the implications in 
Theorem 6. 

More generally, given a topological space T and a metric d on T, not necessarily 
related to the topology, one says that T is fragmented by d if every subset of 
T contains non-empty relatively open subset of arbitrarily small d-diameter. Thus 
every sliceable set is fragmented by (the metric induced by) the norm. Since the 
following argument is used more than once, we state it separately. 

Lemma 5. Suppose that C is a subset ofX* which is not weak* fragmented by 
the norm. Then there exists an e > 0, a sequence of non-empty relatively weak * 
open sets Vn c C, and a sequence of norm one vectors xn in X, so that 
Vin u ^2n + i c Vn for all n, and with f(xn) — g(xn) ^ e whenever f is in the 
weak* closure of V2n and g is in the weak* closure of V2n + l. 

Proof. Let e be such that diam V > 3e for every relatively weak* open 
Vac. 

Set Vx = C Then there exist /0, g0 e V and xx e X with \\xx\\ = 1 so that 
/o(*i) " go(*i) > 3e. Put V2 - {h e Vx: h(xx) > f0(xx) - e} and V3 = 
= {h e Vx: h(xx) < /0(*i) + e}. It is clear that f(xx) — g(xx) ^ e whenever / i s 
in the weak* closure of V2 and g is in the weak* closure of V3. Since V2 and V3 

are weak* open (in C), they must have diameter greater than 3e. 
Repeating this construction, we obtain the desired sequences. 
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The density character of a Banach space X is the minimum possible cardinali
ty of a dense subset of X. Thus a Banach space is separable if and only if its density 
character is N0. A routine argument shows that dens X ^ dens X* for every 
Banach space X*. The inequality may be strict. 

Theorem 6. For any Banach space X, the following are equivalent. 
(1) Every separable subspace X has separable dual. 
(2) Every subspace of X has the same density character as its dual. 
(3) The unit ball of X*, considered in the weak* topology, is fragmented by the 
norm. 
(4) X* has the weak* Radon-Nikodym Property. 
(5) X is an Asplund space. 
(6) Every weak * compact convex subset ofX* is the weak * closed convex hull of 
its strongly weak * exposed points. 
(7) X* has the Radon-Nikodym Property. 

Proof. We'll show (1) => (3) =» (4) => (7) => (2) =» (1) and that (4) =» (5) => 
=» (6) => (4). 

(1) =» (3) Suppose that Cis a bounded subset of AT*, equipped with the weak* 
topology, which is not fragmented by the norm. Let (xn), (Vn) and (/„) be the 
sequences given by Lemma 5. 

Then Y, the closed linear span of (xn), is a separable subspace of X. For every 
sequence a=ss(an) of natural numbers with an+i — 2an e {0,1} for every n, 

CO 

weak* compactness guarantees the existence of some fa e f] "F^\ If a and ft are 

distinct, then, for a suitable value of n, \\fa\ Y - f p\ Y\\ £ \\f a(xn) - f£xn)\\ £ e. 
Since there are uncountably many a with the given property, we see that Y* is not 
separable. 

(3) => (4) Let C be a bounded subset of X*; without loss of generality, we may 
suppose that it is weak* compact and convex. 

Let A be the weak* closure of ext C, the set of extreme points of C. By 
hypothesis, we can find, for any e > 0, a weak* open set V in X* so that V n A 
is non-empty and has diameter less than e. Now let Ct be the weak* closure of 
A \ V, and C2 the weak* closure of V n ext C. Then Q might be empty, but Q 
certainly is not. The Krein-Milman Theorem ensures that C — co (Q u C2). In 
fact, 

=> Ip e ext C with pi AW 

=» d * C. 

Clearly diam Q £ e. For 0 ^ r £ 1, set Cl - {Xcx + (1 - X)c2: c, € C, and 
Xt e [r, 1]}. This is consistent with the original definition of Q! We also have 
C0 = C, and diam (C\Cr) < 2e for r sufficiently small. 
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Choose / € ext C\ C x; then / £ Cr whence/ and Cr can be weak* separated. 
The resulting weak* slice of C lies in C\Cr and thus has diameter less than 2e. 

(4) =» (7) is trivial. 
(7) =» (2) Suppose that Z is a subpsace of X, with dens Z* > dens Z. Then 

[SY] _Y has another subspace Y £ Z, with the same density character as Z, which 
admits a linear extension operator T: Y* -+ _Y*. Obviously dens Y* > dens Y. 
It will be shown that Y* contains a bounded subset .A which is not sliceable. Then 
T(A) will be a bounded but unsliceable set in X*. 

Let us call a set small if its cardinality is less than or equal to dens Y, and large 
if its cardinality is strictly greater than dens Y. Note that a bounded net is weak* 
convergent in Y* iff it converges pointwise on a dense subset of Y. Choose a small 
dense subset A of Y and a countable base £ for the topology of [ — 1,1]. Let 23 be 
the collection of all sets of the form {/e Y*: ||/|| ;£ 1, /(F) c [/}, where F is 
a finite subset of A and U e (L Then 93 is a base for the weak* topology on the 
unit ball of Y*, and it is small. 

One can find an e > 0 and a large set C in the unit ball of Y*, so that each 
two points in C are at distance at least e apart. (Smallness of all such sets, for all 
positive rational e, would imply than dens Y* S dens Y). Let Q be the collection 
of all / e C which have a small relative weak* neighborhood Nf. The existence 
of a small base for this topology implies that the covering {Nf: ft C0} has a small 
subcovering. This means that C0 itself is small; we may assume that it is empty. 

Thus every relatively weak* open set in C is large, and so has diameter at least 
e. Lemma 5 gives us (possibly for a different e) relatively weak* open sets Vna C 
and norm one vectors yn <= Y so that V2n u V2n + 1 c Vn for all n, and with 
(/— gX^n) S e whenever / e J/2n and ge F2n + 1. Let Kn be the weak* closed 

co 

convex hull of Vn, and set K - f [ K„ and ,4,. = {(/*)*"-1 6 * : /« " 
* - i 

"• i(/2n + /2« + i)l- K -s easily seen that the sets An are closed and have the finite 
k 

intersection property. (To see that f| An ¥> 0, choose /„ arbitrary for n > k, 
n — l 

and then define/*, fk-lt...,f2, /iby /„ - \(f2n + f2n+l).) Since K is compact, 
CO 

we have [) An * 0. So there exist /„ e £„ with /„ = ±(/2n + /2 n + 1) for all 
n — 1 

n. Now 

/2« - /2„ + i e ^ 2 . - -̂ 2i. + i S co (K2n - F2n+1) => 

=* (An ~ /2« + l)(yn) ^ C -* ||/2n " /2* + l|| ^ C 

It follows that \\fn — /2n|| ^ e/2 and ||/rt — /2n + 1 ^ f/2 for every n. Since 
any half-space containing /„ must contain either f2n or f2n + 1, we see that 
{fn: n e N} is bounded but not sliceable. 

(2) =» (1) is trivial. 
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(4) => (5) Let cp: D ->R be continuous and convex, where D is an open 
convex subset of X. For each natural number n, let us write x e Gn iff x has 
a neighborhood IV with diam (|J d<p(y)) < \. Obviously each Gn in open, and 

yeN 
CO 

Lemma 2 shows that cp is Frechet differentiable at each point in [\ Gn. It remains 
/ i - i 

only to show that each Gn is dense. So fix n, and let U be an open subset of D. 
We must show that Gn n [/ 7= 0. 

By Lemma 1, we may suppose that >1 = (J <9<p(;t) is bounded. By hypothesis, 

it has a slice 5 = S(A, y, a) with diameter less than 1/n. Choose f £ S and 
xx e £/ so that / e 5^(JCX). Then choose 6 > 0 so that JĈ  = ^ + dy e [/; we 
claim that J^ e Gn. 

Given f0 e dcp(x0), we have f0(xx - *0) ^ cp(xx) - ?>(x0) and / ( ^ - J^) ^ 
^ <p(*o) - <K*i)- Th^ d(/i - fo)(y) = (/1 ~ /o)(*o - *i) -̂  0, whence 

f0(y) ^ /i(y) ^ sup a(y) — a, i.e. /0 e S. This shows that d<p(*b) c S. 

Since dcp is weak* upper semicontinuous, ^ has a neighborhood IV with dcp(z) 
contained in the half-space which determines S, for all z e IV. Without loss of 
generality, we suppose that IV !i U. Then |J dcp(z) is contained in S, which 

has diameter less than 1/n. Thus x0 e Gn. 
(5) => (6) Let A be a weak* compact convex subset of X*, and set B equal to 

the weak* closed convex hull of the strongly weak* exposed points of A. Lemma 
3(iv) guarantees that B is not empty. If B were a proper subset of A, then 
{x e X: o B(x) < o A(x)} would be open and non-empty. By hypothesis, we could 
find an x in this set at which oA would be differentiable. But this would imply 
/ = o A(x) e B and f(x) = oB(x) < oA(x) = f(x). 

(6) => (4) As we remarked earlier, any set which contains a strongly weak* 
exposed point is weak* sliceable. 

Some references for the non-trivial implications above seem to be in order. 
(1) => (4), including Lemma 5, was first proved by Stegall [S2]. The proof (1) => 
=> (3) => (4) given above is a simplification of Stegall's proof, due to Namioka. 
It appears in [PI], [NP] and [DU, p. 213]. The intermediate property (3) was 
originally introduced simply to streamline the proof of (1) ==> (4); the underlying 
idea can be found as early as [NA]. Fragmentability was formally defined somew
hat later [JR, p55] and has since turned out to be of interest in its own right. 

The proof that (7) => (2) is based on a simplification due to van Dulst and 
Namioka [DN] of the proof of (7) => (1) due to Stegall [SI]. The idea of using 
a small base for the topology to strengthen the conclusion from (1) to (2) comes 
from [Bo, § 4.2]. Our use of linear extension operators simplifies the proof further. 
Instead, the original proof established the existence of a minimal weak* compact 
set in X* whose image under the restriction map is equal to C; this set then leads 
to an unsliceable set in X*, by the same argument. In view of [AS, Theorem 4], 
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Asplund spaces are a natural place in which to look for linear extension operators; 
see also some results from a previous Winter School in [FG]. 

The direct implication (4) => (5) was established by Kenderov [Ke]. (5) => (6) 
was proved (in the separable case) but not published by E. Bishop; this proof is 
due to Asplund [As, Proposition 5]. 
Another popular proof of (1) => (5) is the "separable reduction method". This 
means showing that Asplundness is separably determined, i.e. that a Banach space 
is Asplund iff every separable subspace is Asplund. (Then it remains only to show 
that X is Asplund whenever X* is separable.) The idea which follows is due to 
D. A. Gregory and appeared first in [Gl, Theorem (ii) (a)]. It is not hard to show 
that a continuous convex q>: X -+ R is Frechet differentiable at the point x iff 
x e Ge for all e > 0, where x e Ge means that there is a 6 > 0 so that qp(x + -
y) + cp(x - y) - 2cp(x) < e\\y\\ for all y e B(0, 6)\{0}. With a bit of work, one 
can then construct, in any non-Asplund space, a separable subspace which is not 
Asplund. (We note also that each Ge is open [Gl]; thus this characterization also 
shows that the set of points of Frechet differentiability is always a Gd set, since it 
is just f\n-i Gi/*.) There are numerous proofs of the Asplundity of spaces with 
separable duals. One such proof, which recovers differentiability except on a coun
table set in the one-dimensional case, is in [PZ]. Perhaps the shortest proof is in 
[Gl]. This method of proof for (1) => (5) is probably about the same length as the 
one we have given. Since we needed to use Lemma 5 anyway, we thought the proof 
above would minimize total effort. 

To show as quickly as possible that (5) => (1), first recall that (5) => (4) is easy. 
To show (4) =>. (1), note that „X is a Banach space whose dual has the weak* 
Radon-Nikodym property" is a property which passes to subspaces [Gl]. The 
third paragraph of the proof of (7) => (2) shows that the dual of a separable space 
with this property must be separable. 

Not all readers will be interested in all of these equivalences. For the benefit of 
those needing, for example, just one implication from this theorem, we indicate 
some more alternative proofs. 

The first proof that (1) => (2) is in [LW]. The construction given there yields 
a rough norm on any space satisfying dens_Y* > dens.X; see §3. Note that the 
condition densZ* = densAT is not sufficient for Zto be an Asplund space. If His 
a suitably large Hilbert space, then tx® H has this property, but cannot be 
Asplund, since it contains tv 

Note that (5) => (4) => (3) is trivial, so shorter proofs of (6) => (3) and 
(5) => (7) are available. Separable determination provides an alternative proof of 
(5) => (1). A simple direct proof of (7) => (4) does not seem to be available. For 
the Radon-Nikodym purists, a direct proof of (4) => (6) appears in [P2, p.86], and 
of (6) => (5) in [NP]. In [Su] it is shown that (4) is a sepaably determined property; 
this makes various rearrangements of the proof possible. Those familiar with the 
many different characterizations of the Radon-Nikodym Property will know that 
there are several proofs that (1) => (7); see [DU, Chapter 3]. 
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3 . More propert ies of Asplund spaces 

We begin with stability of the Asplund property. It is clear from Theorem 6 that 
every subspace of an Asplund space is Asplund (and conversely, that a Banach 
space is Asplund if every separable subspace is Asplund). The following result is 
a generalization of this. It is probably well known, but we have no reference. 

Proposition 7. Let Y be an Asplund space and T: X -* Y a bounded linear 
operator whose second adjoint is injective. Then X is also an Asplund space. 

Proof. Assume without loss of generality that X is separable. Then T has 
separable range, so we may suppose that Y is separable. Then Y* is separable also. 
Since T*: Y* -+ X* has dense range, we see that X* is separable. 

It is fairly clear that every quotient of an Asplund space is again an Asplund 
space. This can be proved, as in [As, Proposition 4], directly from the definition, 
by composing the given convex function with the quotient map. It is necessary to 
use the fact that the set of points of Frechet differentiability is always a Gd set. One 
can also use the separable subspace criterion. It is too much to expect a space to 
be Asplund, every time it contains a dense subspace which is the continuous linear 
image of an Asplund space; for example there is a linear map with dense range 
from c0 to tv It is trivial that the product of two Asplund spaces is an Asplund 
space. More generally, being Asplund is a three-space property; the original proof 
of this [NP, Theorem 14] is a bit longer than the following, which appears in [SI, 
Corollary 6]. 

Proposition 8. Let X be any Banach space, M a closed subspace for which both 
M and X/M are Asplund Then X is an Asplund space. 

Proof. Let S be any separable subspace of X. First we note that M + S/M is 
separable; let cp : M + S -* M + S/M be the quotient map, and choose a coun
table set Cin the open unit ball of M + S so that cp(C) is dense in the open unit 
ball of M + S/M. Let Zbe the closed linear span of C, and [/the open unit ball 
of Z. Then U and cp( U) are CS-compact sets [Ja, § 22], and<p( U) is a dense subset 
of the unit ball. Since CS-compact sets are semi-closed, cp(U) must contain the 
open unit ball of M + S/M. It follows that <p(Z) = ¥ T 5 / M , i.e. that 
M + Z = M + S. Of course Z is a separable subpace Z of X. Replacing Z by 
Z + S, we may also supoose that Z contains S. 

Since it is a subspace of M, we see that Z n Mis Asplund. Since M + Z is 
closed, Z/(Z n M) = (M + Z)/M c X/M, so Z/(Z n M) is also an Asplund 
space. Put Y = Z r\ M. Working in the dual of the separable space Z, we have 
that Z*/Y° = Y* is separable, and that Y° s (Z/Y)* is separable. Thus Z* is 
separable. 

Since S is a subspace of Z, S* is also separable. 
Now we discuss briefly some more properties equivalent to Asplundness. Proofs 

vary from complete to sketchy to mere references, and definitions are given only 
as they are needed. 
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Proposition 9. Each of the following is equivalent ot X being an Asplund space. 
(i) Every weak* compact subset of X* has a strongly weak* exposed point, 

(ii) Every equivalent norm for (every subspace of) X is Frtchet differentiable at 
at least one point. 
(Hi) No equivalent norm for (any subspace of) X is rough, 
(iv) Every maximal monotone operator on X is single-valued and upper semicon-
tinuous on a dense G6 subset of its domain. 
(v) Every bounded separable subset of X is weakly metrizable. 
(vi) X* has the Krein-Milman Property. 

Proof (with definitions), (i) This property lies between (6) and (4) of Theorem 6. 
(ii) Necessity of this condition is obvious. Suppose that X is not Asplund; then 

there is a bounded set A in X* which is not weak* sliceable. Without loss of 
generality, we assume that A is absolutely convex and weak* compact. The 
Minkowski sum of the unit ball of X* and A will also be weak* unsliceable, and 
so will not have any strongly weak* exposed points. This set is obviously the unit 
ball for an equivalent dual norm on X*9 for which the corresponding norm on .AT is 
nowhere Frechet differentiable. 

(iii) A norm ||-|| is rough [LW] iff there exists ane > 0 so that for all x and all 
d > 0 there exist xl9 x2

 € B(x9 d) and u with ||w|| = 1 so that n(xl9 u) — 
— n(xl9 u) ^ e9 where n(a9 b) = lim/10 y(||a + tb|| — ||a||). In other words, the 
norm is at each point uniformly non-differentiable in some sense. It is not hard to 
show that a norm is rough if, and only if, its dual ball is not weak* sliceable [JZ], 
so (ii) is applicable. 

(iv) It would be remiss of us to say nothing about monotone operators. A map 
T: X -+ 2 x* is called a monotone operator iff ( / — g)(x — y) ^ 0 whenever 
/ e T(x) and g e T(y). For technical convenience, we consider only the restricti
on of T to {x: T(x) ¥> 0}, and we assume that the latter is an open set. If 
cp: D -• R is continuous and convex, D an open convex subset of X9 it is easy to 
show that dcp is a monotone operator. There are many other naturally occurring 
examples [PS]. A monotone operator is maximal if its images cannot be enlarged 
without destroying the monotonicity; in other words if g must belong to T(y) 
whenever ( / — g)(x — y) ^ 0 for all / e T(x). It can be shown that the subdiffe-
rential of any continuous convex function is a maximal monotone operator; and 
that any maximal monotone operator (restricted as above) is locally bounded, 
weak* upper semicontinuous, with weak* compact convex values [P3, pp27 —32]. 
A modification of the proof of (4) =» (5) establishes the desired conclusion. In fact, 
the proof of (4) => (5) given in [Ke] was for monotone operators, and the argu
ment we gave above was a modification of that. 

(v) (S. P. Fitzpatrick [Bo, Theorem 5.4.1]) It clearly suffices to show that if AT is 
any separable Banach space, then its unit ball B is weakly metrizable if, and only 
if, X* is separable. One direction is easy; if X* is separable, then the unit ball of 
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X** is weak* metrizable, so the unit ball of X is weakly metrizable. Conversely, 
let dbe a metric for the weak topology on B. For each n, {x e B : d(x, 0) < 1/n) 
contains a basic weak neighborhood of 0, i.e. a set of the form {x e B : \f(x)\ < 1 
for all / e Fn), where Fn is a finite subset of X*. Denote by An the absolutely 

convex hull of |J Fk, by B* the unit ball of X*, and set A — (J An. For any 
* - l n - l 

g e Z*, {* e B : |g(jc)| < 1} is a weak neighborhood of the origin, and so must 
contain B n {x : \f(x)\ < 1 for all / e An) for some An. The separation theorem 
shows that g e An + B*. Thus X* = A + B*, which implies that the separable 
subspace R+ A is dense in X*. 

(vi) There any many results in this area concerning the extreme point structure 
of convex sets. The property (6) is one such example: here we give just one more. 
A Banach space has the Krein-Milman Property if every closed bounded convex 
set therein is the closed convex hull of its extreme points. An argument of 
Lindenstrauss [DU, pl90], similar to that used in the proof of the Krein-Milman 
Theorem, but using also the Bishop-Phelps Theorem, shows that the Radon-Niko
dym Property implies the Krein-Milman Property. That the converse is true in dual 
spaces is a somewhat deeper result due to R. E. Huff and P. D. Morris; we refer 
to [DU, p 196] for one exposition. It remains unknown whether the two properties 
are equivalent in every Banach space; Proposition 10 contains a partial answer. 

It natural to ask if the duality between the Asplund and Radon-Nikodym 
Properties is complete. The following result of Collier [Co] answers this question. 
Note that we cannot simply interchange X and X* in Theorem 6, since tx has the 
Radon-Nikodym Property, but /«, is not an Asplund space. 

Proposition 10. For any Banach space X, the following are equivalent. 
(1) X has the Radon-Nikodym Property, 
(2) every continuous, weak* lower semicontinuous, convex function q>: X* -+ R 
is Frechet differentiable on a dense Gd set. 
(3) every closed bounded convex subset ofX is the closed convex hull of strongly 
exposed points. 

Proof. This is similar to the proof of the corresponding parts (i.e. 
(4) => (5) => (6) => (4)) of the proof of Theorem 6. We refer to [G2, Theorem 
3.5.8] or [Bo, Chapter 5] for details The implication (1) => (2) requires the most 
modification; it is necessary to use a Bishop-Phelps type theorem. 

We finish this section with a non-characteristic property of Asplund spaces. 

Proposition 11 [S3, Theorem 3.5]. If X is an Asplund space, then the unit ball 
of X* is weak* sequentially compact. 

Proof. Given a bounded sequence (fn) in X*, let A n be the weak* closed convex 
oo 

hull of {fk : k ^ n), and set A — f\ An. Note that for / e A and any x e X, we 
«--
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have f(x) e f|̂  co{fk(x) : k ;> n). By hypothesis, A contains a point f which is 

weak* exposed by some x e X Thus there is a subsequence (gn) of (fn) for which 
Sn(*) ~* /(*)• I f g is any weak* limit point of (gn), then g e A and g(x) = /(*). 
Since x exposes f, this forces g = f i.e. fis the only weak* limit point of (gn). 
Since the sequence (gn) is relatively weak* compact, it must converge weak* to f 

Note that only Gateaux differentiability was used in this argument, not Frechet 
differentiability. Thus the class of spaces whose dual balls are weak* sequentially 
compact is much larger than the class of Asplund spaces. For further information 
about such spaces, see [Di, Chapter 13]. 

4. Examples of Asplund spaces 

All the Asplund spaces with which we are familiar fall into one of the following 
groups. (Necessary definitions will be given in due course.) 

(i) Banach spaces whose duals are separable, 
(ii) reflexive spaces, 
(iii) subspaces of C(K), where K is a scattered compact Hausdorff space, 
(iv) spaces which are weakly Hahn-Banach smooth, in particular 

(iv|) spaces with Frechet smooth norms, 
(iv~) spaces which are M-ideals in their biduals, and 
(iv|) spaces whose duals have the property (**), 

(v) the Long James spaces, their duals and subspaces. 
We will deal with these categories separately. 

(i) and (ii) It is obvious that all spaces in these categories are Asplund, 
(iii) A topological space is said to be scattered iff every subset has an isolated 
point. Standard arguments show that the continuous image of one compact 
scattered space is another, and that a compact scattered metric space is countable. 
The following result first appeared in [NP, Theorem 18]. 

Proposition 12. Let K be a compact Hausdorff space. Then C(K) is Asplund 
if and only if K is scattered. 

Proof. (=>) This can be proved using the separable subspace criterion, but for 
once it is easier to work directly from the definitions. Identify K with its carrier 
space in C(K)*; then ||f — g|| = 2 for any distinct f, g e K. Thus any subset of 
K with diameter strictly less than 2 is a singleton. Fragmentability of the unit ball 
in C(K)* then says that K is scattered. 

(<=) We will establish a slightly more general result, namely that if X is a Banach 
space and K is a subset of X* whose closed linear span is the whole space, such 
that K is compact and scattered in the weak* topology, then X is Asplund. Let 
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y be any separable subspace of X. Then Y* is a quotient of X*, so is the closed 
linear span of some weak* compact scattered subset L. Since Y is separable, 

» L must be metrizable, hence countable; thus Y* is separable. 
(iv) A Banach space was defined in [SS] to be weakly Hahn-Banach smooth if 

every norm-attaining functional in its dual has a unique norm-preserving extension 
to the bidual. In [SS, Theorem 15] it is shown that in such a space, every separable 
subspace has separable dual. Thus all weakly Hahn-Banach smooth spaces are 
Asplund; the first explicit statement of this is in [GGS], where the result is 
generalized further. 

Indeed, it is not hard to show that f^X* has a unique norm-preserving 
extension to X** iff every net in _B(0, ||/||) which converges weak* to / i s already 
veakly convergent. Functionals with this property are called Namioka points in 
[Go], where much more information about them can be found. A closed subspace 
M of Z*is said to benormingiff ||*|| = sup{f(x) : / e M, ||/|| ^ l}for all* e X; 
a standard argument shows that this is equivalent to requiring the unit ball of Mto 
be weak* dense in the unit ball of X*. Thus, every Namioka point belongs to every 
norming subspace. For every Banach space X, there is a norming subspace M of 
X* with dens M = dens X. The Bishop-Phelps Theorem shows that the dual of 
a weakly Hahn-Banach smooth space has no proper norming subspaces, whence 
densJf = densZ*. It is easily checked that weak Hahn-Banach smoothness is 
a property which passes to subspaces; this proves that all weakly Hahn-Banach 
smooth spaces are Asplund. 

More generally, le t^be a property of Banach spaces, which passes to subspaces, 
and which implies that X* has no proper norming subspaces. Then every Banach 
space with & is Asplund, and every dual space with &> is reflexive. For example, 
& could be one of the properties „AT has a Frechet smooth norm", „X* is locally 
uniformly convex", „X* * has a Gateaux smooth norm", „X* * * is strictly convex", 
or „.Xis an M-ideal in its bidual". Further examples of such properties appear in 
[FP] and [HL]. There is a conjecture that if & is any property which passes to 
subspaces, and every dual space with &> is reflexive, then every space with & is 
Asplund. We know of no counterexample to this. Some more results of this nature 
can be found in [Go]. 

Suppose that the norm on .Xis Frechet smooth (except, of course, at the origin). 
Let / e X* be a norm one functional which attains its norm at jc^Z. Then, by the 
remarks at the end of § 1, the norm on X** is also smooth at x. Thus there is 
a unique F e X*** with ||F|| = F(x) = 1; we must have F = /. This shows that / 
has only one norm preserving extension to X* *, so X is Asplund in this case also. 
The converse of this is false, even allowig for renorming [Ha]. More precisely, there 
is an Asplund space for which every equivalent norm fails to be even Gateaux 
differentiable at some non-zero point. 

A Banach space X is said to be an M-ideal in its bidual if the natural decomposi
tion X*** = X* © X° is an ^-sum. Obviously such a space is weakly Hahn-
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-Banach smooth. Typical examples are CQ(T) for any set T, the space of compact 
operators on any Hilbert space, and C(T)/A, where T is the unit circle and A is 
the disc algebra. An impressive collection of examples can be found in [W]. These 
spaces have many remarkable properties; we refer to [HWW, Chapter 3] for 
details. 

Finally we recall that a dual space X* has property (**) [NP] if the norm and 
weak* topologies coincide on the unit sphere. Obviously this implies that the weak 
and weak* topologies coincide on the unit sphere, so X will be weakly Hahn-
-Banach smooth in this case. 

(v) The Long James spaces J(rj) are defined in a similar manner to the original 
quasireflexive space of James, but the index set may be an uncountable ordinal. 
They were first studied by G. A. Edgar, with a more detailed account appearing 
in [Bo, pp 346 — 364]. It is known that the duals of all orders of these spaces are 
nonreflexive Asplund spaces, so they cannot be isomorphic to any C(K) space, or 
to any space which is an M-ideal in its bidual. Under any equivalent norm, J(rf)* 
is not strictly convex, and its unit sphere contains a subset which is weak* 
homeomorphic to the ordinal interval [0, rj\. Thus J(rj)* does not have the 
property (**). Whether J(rj) has an equivalent Frechet smooth norm sems to be 
unknown. It is known that J(rj)* is not weakly Lindelof [Bo]. 

We mention the property „X* is Lindelof in the weak topology" because it is 
also suficient for a space to be Asplund [Ed, Proposition 1.18]. However, we know 
of no concrete example of a Banach space with this property, which does not fall 
into one of the groups above. This class of Banach spaces includes all spaces whose 
duals are weakly compactly generated, or more generally spaces whose duals are 
subspaces of weakly compactly generated spaces and all spaces X for which 
AT* VAT is separable. In each of these cases, the separable subspace crierion is easy 
to apply. 
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