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NON LINEAR QUASI VARIATIONAL INEQUALITIES AND STOCHASTIC IMPULSE 
CONTROL THEORY 

Umberto Mosco, Róma 

1. It has been shown by A. Bensoussan and J.L.Lions [1] [2] that 

the Hamilton-Jacobi function related to a stochastic optimal control 

problem with both continuous and impulse control can be obtained as 

the strong regular solution of a quasi-variational inequality in

volving a second order semi-linear partial differential operator. 

The aim of this paper is to prove the existence of such a 

regular solution, for the stationary case and Dirichlet boundary 

condition, under the assumption that the higher order coefficients 

of the partial differential operator are constants. We shall also 

prove that the solution, which is unique, is the limit of monotone 

iterative algorithms converging from above and from below. 

2. The inequality (Q.V.I.)we are interested in can be stated as 

follows: 

ue t f lO) n c(0) , LuGL2 (0) 

(D 

u(x) <_ M(u) (x) fo r a l l x e 0 

Lu + G(u) <_ f a.e. in 0 

(u-M(u) ) (Lu + G(u)-f) = 0 a.e. in 0 

where M(u) is defined by 

(2) M(u)(x) = 1 + inf u(x + £) 

and the data of the problem are: 

N (i) 0, a bounded open subset ofUR , with a smooth boundary r, say 

r of class c2; 

(ii) L, a second order linear uniformly elliptic partial differential 

operator in divergence form, 
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N a ,. » » , . ? . зu Lu = - ) - r — ( a . . - — ) + ) a . + a u , 

ifj-i 9 x i -- 3xj j=i - 3xj 
whose coefficients satisfy the conditions 

a
± j
 GC

1
 (5) , a..,a

o
 e L°°(0) , a

Q
> 0 a.e., Vi,j = 1 ,.. . ,N ; 

N N N 
I a i-iMn 1 3 I d a.e. in 0, for al l C G-R , 

i,j=1 D D i=1 

where 3 > 0 is some given constant; 

(iii) G, a first order nonlinear partial differential operator of 

the form 

G(u)(x) = -H(x,Du(x)) 

where Du = < - ! — - - , . . . , | ^ — r , t h e ( r e a l v a l u e d ) f u n c t i o n 
l d x - 3 X N J 

H ( x , p) , x <= 0 , p G1RN 

being concave in p for a.e. x £ 0 and satisfying in addition the 

conditions: 

|H(x,p) | <_ h(x) +c |p| a.e. x e 0 , .Vp G ]RN 

| H ( x , p ' ) - H(x ,p") | £ C o | p I - p " | a . e . x e 0, V p ' , p " G 1RN 

for some constant c ^ 0 and some h £ L (0) ; 

(iv) f, a given function of L (0). 

We also assume that the following conditions are verified: 

(v) inf a„ > (2B)"l{ I |
a j
Ц + 2c

2

o
 ] 

(vi) inf f - sup h > inf a . 
0 0 0 ° 

We shall come back to the last assumption (vi) in the following 

Remark 2 and Remark 3. 

Our first result is the following (see U.Mosco [ 3]). 

THEOREM 1. Let us suppose, in addition to what required in (i) ... 
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(vi) above, that the coefficients a. . of the operator L are constants 

in 0. Then, the solution u of problem (1) exists and is unique. Mo

reover, it satisfies the additional regularity properties 

(3) u e w 2 ' p(0, v
P
 _i 2 , Luef(O), 

in particular, 

u Є C 1 ' a ( 0 ) for all 0 < a < 1 

REMARK 1. The specific function H that appears in the QVI arising 

from the stochastic impulse control theory is the so called Hamilto-

nian function, defined by 

(4) H(x,p) = min g (x,d) + p-gi (x,d)l , 

dGU-° J 

where U is a subset of some JR , Q >_ 1 , g : (5 * u -* 3R and g:9xu -• 3R . 

If, for instance, we assume that U is compact and that g and g_ are 

continuous in d € U for fixed x a.e. €• 0 and continuous in x^O uni

formly with respect to d £ U, then the Hamiltonian (4) verifies the 

properties required in (iii) above, with c __ 0 any constant and 

h £ L (0) any function such that 

|g (x,d)| <_h(x) Vx a.e.eo vd e U , 

|gi (x,d) | <_ C Q V x G O , V d ^ u ; 

see also A.Bensoussan, J.L.Lions, toe. cit. Q 

3. Before stating further results, let us introduce the notion of 

weak solution of the QVI considered above. 

We introduce the bilinear form 

(5) a(v,w)= I a g - | w-dx+ J fa g - « dx+ faQVwdx 
i,j=1 -- 3 xi 3 xj j=1 >0

 3 9 x j >Q 

which is well defined for any functions v,w in the Sobolev space 

H1 (0), and we denote by (•,•) the L2 (0) inner product. If < •,•> 

denotes the duality pairing between the space H^ (0) and its dual 

H"1 (0), the identity 
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(6) < Lu, w > = a(u,w) , 

when u^H 1 ( 0 ) , w ^ H 1 ( 0 ) , defines L as an operator from the space 

H 1 ( 0 ) to the dual H"1(0) of H 1 ( 0 ) , and the identity 

(7) <A(u),w> = a(u,w) + (G(u),w) 

also defines the non linear operator 

(8) A = L + G 

from the space H 1 ( 0 ) to H " 1 ( 0 ) . 

For any given function 

(9) <\> : 0 ->3R measurable, with <\> >_ 0 a.e. on r 

we denote by af (<\>) the (unique) solution v of the following varia

tional inequality (V.I.) 

" vGH1 (0) , v <_ <\> a . e . in 0 

(10) <A(v), v-w> ± (f ,v-w) 

Vw^H1 (0) , w <_ <|> a . e . i n 0 

where A is the operator (8). 

For any function 

(11) u e L°°(0 , with u >̂  -1 a.e. in 0, 

the function ty = M(u) - with M(u) defined by (2), where the inf is 

now taken as the ess inf in the space L (0) - clearly verifies as

sumption (9) 

Therefore, we can consider the function 

(12) (o£ o M)(u) = a£(M(u)) : 

according to the definition of af just given, the function (12) is 

the solution of the following V.I. 
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(13) 

vЄH
1
!!)) , v <_ M(u) a.e. in 0 

<A(v),v-w> <_ (v,v-w) 

vw^H
1 (0) , w <_ M(u) 

We say that a function u defined in 0 is a (weak) subsolution 

of problem (1) if u satisfies the condition (11) and, moreover, 

(14) u <_ (a
f
 o M) (u) a.e. in 0. 

The function u is said a supersolution of (1) if in addition to (11) 

we have 

(15) u >_ (a
f
 o M) (u) a.e. in 0. 

We say that u is a weak solution of problrm (1) if u verifies 

(11) and moreover 

(16) u = (a
ғ
 o M)(u) a.e. in 0, 

that is,uisa fixed point of the mapping a
f
 o M. Let us remark, in

cidentally, that in corresponce of the L -estimates for problem (13), 

the map af o M carries the subset of L°°(0) defined by (11) into a 

subset of H1 (0) O L°°(0) . 
o 

According to the definition above, a weak solution of problem 

(1) is thus any function u that satisfies the conditions 

(17) 

'ueťlO) n L°°(0), u _> -1 a.e. in 0 

u <_ M(u) a.e. in 0 

a(u,u-w) + ( (u) ,u-w) <_ (f,u-w) 

Vw^H 1 (0) , w <_ M(u) a.e. in 0 

where a(u,v) is the form (5). It is quite easy to check that if u is 

the solution of (1) (and we then refer to u as to the strong solution 

of problem (1)), then u is in particular a weak solution in the sense 

just defined. 
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REMARK 2. Under the assumptions of Theorem 1, in particular as a 

consequence of (vi), the function z = -1 in 0 is a subsolution of 

problem (1). It follows, in fact, from the L estimates already 
_\ 

mentioned, that if <\> = 1 and (vi) holds, then the solution v=af (1) of 

(10) satisfies the condition -1 <_ v a.e. in 0, which is to say, due 

to the fact that z = -1 implies M(z) = 1, z <_ (af oM) (z) a.e. in 0 . ^ 

REMARK 3. In Theorem 1 it suffiees to assume, in place of (vi), the 

weaker hypothesis 

(vii) It exists a subsolution z of problem (1) (z >_ -1 a.e. in 0). 

The hypothesis is, satisfied provided f - h is not too negative in 0, 

which is indeed also a necessary condition for the existence of the 

solution u of (1), as it can be easily checked directly on (1) 

taking into account the comparison theorems and the fact that u 

vanishes on r. B 

THEOREM 2. Let us suppose that the hypothesis of Theorem 1 are sa

tisfied, with (vi) possibly replaced by the weaker assumption 

(vii). Let z be a function verifying (vii) and let u be any given 

function such that 

(18) u ° G H 1
o ( 0 ) , A ( u 0 ) G L ° ° ( 0 ) , u° >_ z a . e . i n 0 . 

Then , t h e s o l u t i o n u11 o f t h e V . I . 

(19) u n = ( a f o M ) ( u n ~ 1 ) 

defined iteratively for n = 1,2,..., exists for every n and con

verges as n -*• » to the (strong) solution u of problem (1) in the 

weak topology of W ,p(fl) for any p >_ 2, the sequence {A(u- )} being 

bounded in L°°(0). Furthermore, if u° is a supersolution [subsolu

tion,resp.] of problem (1), then the sequence {u } is non-increasing 

[non-decreasing, resp.] in 0. ___§ 

Theorem 1 is clearly a consequence of Theorem 2, so we shall 

prove Theorem 2 in what follows. 

Let us remark that when G = 0, that is, H = 0, and all coef

ficients of L are constants, then the existence results stated above 

were proved by J.L.JOLY,U.MOSCO and G.M.TROIANIELLO [1] [2], who also 

obtained a dual pointwise estimate of the solution. 

The existence of a weak solution of problem (1) has been proved 

by A.BENSOUSSAN and J.LIONS, lo&.cit.3 by using the theory of mono

tone operators. 



277 

Under the. assumptions (i)-(vi) above, the weak solution of (1) 

is also unique. This can be proved by extending to the case at hand 

the uniqueness result due to T.LAETSCH [ 1] for the linear case A = L 

and f >_ 0, in a modified form communicated to the author by J.L.JOLY, 

allowing arbitrary f eL°°(0). It should be also remarked that the 

uniqueness of the strong solution of problem (1), when H is given by 

(4), also follows via the interpretation of u as the Hamilton-Jacobi 

function of the related control problem, as shown in A.BENSOUSSAN and 

J.L.LIONS, loo.cit.. 

When all coefficients of L are constants and the function H(x,p) 

is of the form H(x,p) = H (x) + Hi (p), then a pointwise dual estimate 

of A(u) a.e. in 0, can be also obtained, see U.MOSCO [2]. 

N 4. Let £ £ 1R+. We define the map 

(20) irP o T„ : H
1 (0) n iT(0) -* H1 (0) n h°(0) 

z, K o 

by setting 

TT̂  0 T (V) (X) = T_^(V) (X) = V(X+£) if X e (J' 

TT o T (v) (x) = 0 if xG0-0' 

where 0' is the, possibly empty, open subset of all £, € 0 such that 

x + £ e 0. 

We define the map 

(21) TT'OA^OT^. : Hl
Q(0) n H2 (0) -* L2 (0) , 

by setting 

ir£ o A£ o T J (v) (x) = A£ (T_^ (V) ) (x) if x e 0» 

ir' o A£ o T' (V) (X) = A(0) (x) = -H(x,0) if x 6 0-0^ , 

where A' denotes the restriction of the operator A to the open set 

0' and T_ (v) the restriction to 0' of the translated function 
T_r(v)(x) = v ( x + S). We have indeed 

(22) ir^oA^OT* : HQ10) nW
2'P(0) -LP(0) 
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for every p >_ 2. 
N Let F denote the family of all fimte subsets F of 3R , such that 

OGF. For each fixed F £ Fj we define the map 

(23) M_ : H^(0) n L°°(0) -» H1 (0) ^ iT {0) 

by setting 

M_(v) = 1 + i n f i r n x A v ) A 0 , 
F ? G F 5 5 

where both inf and A denote the usual a.e. lattice operation in L (0). 

The main point in the proof of Theorem 2 consists in proving the 

uniform dual estimate stated in the following 

PROPOSITION 1. For every fixed F € F let us consider the sequence 

{u } defined recursively by 
r 

(24) up = u , u_ =. (af o M_) (up ) 

where (af o M_) (ujj"
1) = af(M_(uF~

1)) is obtained for each n=1,2,... as 

the solution of the V.I. (10) for (|> = M_(u? ) . Then all solutions 

u 's exist and they verify the following dual estimate 

(25) ||A(u^)i < c 
L (0) 

with a constant c which is independent on n >_ 1 and F £ F. H 

The proof of the Proposition is done in four steps, the first 

two of which rely only on potential theoretic properties of the non

linear operator A. 

The first step consists in proving that for any function 

vGH1 (0 ) , such that A(v) e LP(0) with p >_ 2, the distribution 

A(M__(v)) of H ( 0 ) i s actually a measure that can be estimated from 
r 

below, in the sense of measures, by a Lp function (depending on F), 

namely 

(26) A(M_(v)) > inf ir' oAioiMv) A A ( 0 ) . 
T - £ e F

 C 5 5 

For more details we refer to U.MOSCO [ 2] . 

The second step relies on the dual estimates for nonlinear V.I., 

see Th. 4.1 in U.Mosco [1].By assuming that (|> ̂  H1 (0) and A{<\>) is a 

measure in 0, the solution v of the V.I. (10) is shown to satisfy in 
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0 the estimate 

(27) f >_ A(v) __ f A A((P) 

in the sense of measures. 

We now consider the sequence of iterates (24) for a given F £ F. 

Since the initial function u is assumed to satisfy (18), we may 
r. — 1 

suppose that u_~ verifies 
r 

(28) u£~1 GH1 (0) , A(u£"1) e L P ( 0 ) , with p > 2. 
r 0 r — 

r. — 1 

As in the first step above, it follows that A(iyu(u ) ) is a measure, 

and the estimate (26) holds, with v = u . According to the second 

step above, the estimate (27) also holds, with v = u_ .It follows 
n r 

then that u satisfies the inequalities 

(29) f > A(u£) >f A ir'-A' o x' (u£~1) A A(0) , a.e. in 0. 
F " ^ e F

 5 C 5 F 

By well known regularity theorems, it also follows from (28) that 

_n-1 e W 2 , P ( 0 ) ^ 

hence, by (22), 

TT̂  oA^ o T£(U£~1) e L
p(0) 

for every £ e ]R̂  . Since f e LP(0) and A(0) = -H(x,0) e LP(0) by our 

assumptions (iii) and (iv), it follows then from (29) that u too 

verifies the properties (28). Thus the estimate (29) holds for all 

n >_ 1 . 

Let us also remark that the following uniform estimate holds 

(30) Iu2| < 1 Vn > 1 , VF GF. 
1 FIL°°((}) " 

In fact, since u° >_ z >_ -1, we may assume, for given F, that 

un"1 

F _. z >_ -1 , hence 

1 ___ M_(u£~1) > M_(z) 

It follows, by well know comparison theorems, that 
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o^Mpíu^"1)) > a^(MF(z)) , 

n 
u

ғ
 > z 

since z is a subsolution; on the ""other hand, 

1 > м
ғ
(u£) > u£ 

Thus 

1 > u „ > z > - 1 a.e. i n ö , — F — — 

for all n >̂  1. 

Let us note incidentally that the last property assures that the 

sequence of iterates {u^} > 1 actually exists, each uî  being the 

solution of the V.I. (13), where M(u) is replaced by .VL,(Up~ ); in 

fact, Mp(Up"
1) >̂  0 a.e. in 0. 

Up to now no use has been made of the assumption that the coef

ficients a..'s of the operator L are constants. This property of L, 

however, will now be used in the following argument. 

Let us denote by L the leading part of the operator L, i.e. 

L o v = " J. , 3TT (aij -ir> ' 
1.0=1 l J D 

N and for any £ £ 1R+ such that 0' 7- (S , according to our previous 

notation for the operator A',let us also denote by (L )' the restric-

tion of the operator L to the open set 0' and by IT' 0 (L )P*T' the 

operator (21), with (L )' playing the role of A'. 

Since L commutes with the translations, we have 0 

l ( L o , i ^ : 5
( v , , l T - # / 1 , % ^ I L o ( v ) i 

L «Ҷ) L (0) 

г,N f o r a l l £ G nR+ such t h a t 0' 7- ff. Hence a l s o , by our a s s u m p t i o n ( i i i ) 

on t h e f u n c t i o n H, 

(31) K 0 (L ) ' O T ' ( V ) | . ± | L 0 ( V , I - ' V C G 1 R N . 
5 * * L (0) ° L (0) + 

Let now v be any function satisfying 
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(32) v e H O ( 0 ) , A(v) e L (0) . 

We then have 

(33) v , Dv , L Q V e L°°(0) 

and by simple interpolation estimates it also follows from (31) and 

the hypotheses (ii) and (iii) that 

(34) ir' o A£ o T' (v) e iT(0) V ^ E J 

and 

(35) II IT' o A' o T' (v)|| n < c 
1 C 5 C "L°°(()) " 

with c > 0 a constant independent on £. 

We are now in a position to make the third step of the proof, 

which consists in proving that 

(36) A(u£) e L°°(0) , Vn > 0 , VF e F. 
r 

Since A(u°) = A(u°) e L°°(0) by (18), in order to prove (36) it 
r 

suffices to show that for every F £ F and n >̂  1 , 

(37) A(u£~1) e L°°(0) 

implies 

(38) A(u£) e L°°(0) . 

In fact, by (37) the function v = u ~ satisfies the hypothesis (32), 

hence (34) holds, that is, 

TT' O A ' o T £ ( U £ ~ 1 ) e L°°(0) ; 

moreover, by the assumptions (iii) and (iv), we also have 

A(0) = -H(x,0) e iT (0) and f € L°° (0) . Therefore (38) is an immediate 

consequence of the recursive estimate (29). 

The last step of the proof of Proposition 1 consists in proving 

that the uniform estimate (25) holds. Again by trivial interpolation 

estimates, it suffices prove that 
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( 3 9 ) H L O U F I oo 1 C V n _- 0 V F G F> 

with c some constant independent on n and F. 

Let us remark first that for every F € F each iterate u , n >_ 1 , 

can be regarded - with notation taken from above - as the solution 

of the VI 

(40) u£ = af° (M_(u£"1)) 

where 

(41) f , = f - A, (u£) 
n,F * x F 

аnd 

3u
n 

A,(u
n
) = A(u

n
)-L

o
(u

n
) = _y

i
a. _-I

+
a

o
u

n

 +
 G ( u ^ ) . 

By the assumptions (ii) (iii) and (iv), we have 

If _|| < c||Du
n
l + c«u

n
| + c 

"
 n
'

P,
L-(0) ~ "

 F
"L°°(0) '

 F
" L " ( 0 ) 

for every n >_ 1 and F £ F, hence also, by (30), 

(42) If -I < clDuSl + c 
II n,FlL-(0) - II FlL-(0) 

for some constants c independent on n and F. 

As a consequence of (36), we have 

(43) Lo(uF) G L°°(0) 

moreover, Du__ ̂  L (0) , hence also, from (42) 
r 

(44) f _ e L°°(0) , Vn > 1 V F G F . 
n,_? — 

We are thus in a position, for every F £ F and each fixed n >_ 1, 

to make use of estimate (29) , with 

A = LQ and f = f_f_ . 

We thus have 
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(45) W^VV^F^/e^Ve 0 ^ > A o a-e- i n 0 ' 

for every F £ F and all n >_ 1 . 

By taking (31) and (44) into account, it follows from (45) that 

<«> l ^ - . o , ^l £n. Fl L- ( 0 ) • M - ' > I L - J 

for every F £ F and all n >_ 1 . 

On the other hand, by (42),(3.0) and classical interpolation 
estimates, we have 

(47) || f J\ < c||L un | |6 + c , 
1 n ' F l l L ~ ( 0 ) " " ° F " L O O ( 0 ) 

1 
with -=- < 6 < 1 and c some constants independent on n > 1 and F £ F. 

By taking (43) into account, the uniform estimate (39) is then 

an immediate consequence of (46) and (47). 

The proof of Proposition 1 has thus been completed. 

5. Let us now consider the sequence of iterates (19). The existence 

of u n, for every n ___ 1 , is shown as before the existence of the 

iterates u_. 

We then prove that the sequence {u } >1 verifies the uniform 

estimate 

(48) ||A(un) || m <_ c 
• L (0) 

with a constant c independent on n. 

In fact, let for each k=1,2,..., F k G F be such t̂ hat 

(49) \'0-i 
where for each F £ F we define 

d - = sup distU,F) 
F,u CG-R+ 

|S |<diamO 

In consequence of the estimate (25), (a subsequence of) the 

{u }, . converges to a function 

Й
n
Є н

1 (0) П W
2
'

p
(0) , P 1 2 , 
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weakly in W / P ( 0 ) for all p^2 and strongly in H1 ( 0 ) . Therefore, 

again by (25), the sequence {A(u ) },. converges to A(u ) in the 

weak topology of L (0) and 

(so | A ( a n ) |
L - < o r c ' 

with c a constant independent on n. 

We then prove that" for every F G F and every n >_ 1 , we have 

<51> K - ^ l L - ( 0 ) - - o n d F f o 

with c independent on n _> 1 and F £ F3 hence u = u for all n >_ 1 

and (48) follows from (50). For more details on (51) we refer to 

U.Mosco [ 2] . 

Let us now consider the sequence {u }, beginning with the case 

when u° is a super-solution or a sub-solution. Then, as a consequence 

of comparison theorems, {u } is monotone; by taking (4 8) into account, 

we can conclude that the sequence {u } converges to some function u 

weakly in W ' p ( 0 ) and strongly in H1 (ft) and L°°(0) . On the other hand, 
since u >_ -1 in 0, the solution af o M(u) exists and we have for every 

n >_ ^ 

iu n-o*oM(a)| „ =|o£oM(un-1)-a£oM<a)| „ < |un"1-ai 
1 f " L ^ O ) • f f IILOO(0)~ " liT(0) 

since the map af o M is non-expansive for the L°° norm. Therefore, u
n 

converges to a^ o M(u) in L°°(0) as n -> °°, hence 

u = af oM(u) a.e. in 0 

which is to say, the function (52) coincides a.e. in 0 with the 

(unique) solution u of problem (1). 

As for {u } constructed from u° as in the general case, let us 

remark that, by comparison theorems, un verifies 

, A mirv n n , A • . n-1 -(a £ 0 M) z <_ u <_(o r o M) u , 

A n and that, from what we have already proved, both sequences {(a oM) z} 

and {(aA o M ) n u } converge to u in L°°(ft). This suffices, by taking (48) 

again into account, to complete the proof of the theorem. 
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