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anniversaries of Ivo Babuška (90), Milan Práger (85), and Emil Vitásek (85)
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Abstract: In this contribution we consider elliptic problems of a reaction-
diffusion type discretized by the finite element method and study the quality
of guaranteed upper bounds of the error. In particular, we concentrate on
complementary error bounds whose values are determined by suitable flux re-
constructions. We present numerical experiments comparing the performance
of the local flux reconstruction of Ainsworth and Vejchodský [2] and the re-
construction of Braess and Schöberl [5]. We evaluate the efficiency of these
flux reconstructions by their comparison with the optimal flux reconstruction
computed as a global minimization problem.
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1. Introduction

The popularity of the complementary error bounds has grown during recent years
due to their favourable properties. They provide guaranteed upper bounds on the
error, they are locally efficient, robust, and there are fast algorithms for their com-
putation. The main idea of these error bounds goes back the ‘method of hypercir-
cle’ [15, 19] and it was developed in [3, 8, 9, 10, 12, 23] and other papers. During
recent years this idea attracted a lot of attention [13, 16, 20, 21] and it was used
even for partial differential eigenvalue problems [18]. Error bounds of this type for
reaction-diffusion problems were recently presented in [6, 11, 17, 22, 24] and else-
where.

However, the papers [1, 2] are the only one (to our knowledge) where a locally
computable and robust upper bound on the error of the finite element solution is
presented. The main goal of this contribution is to compare the accuracy of this
error bound with the bound proposed in [5] for the Poisson problem, see also [7]
and [4, Algorithm 9.3].
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We consider the following linear elliptic problem of the reaction-diffusion type
with mixed boundary conditions:

−∆u+ κ2u = f in Ω; u = 0 on ΓD; ∂u/∂n = gN on ΓN. (1)

Here, Ω ⊂ R2 is a domain, n stands for the unit outward-facing normal vector to
the boundary ∂Ω, the portions ΓD and ΓN of the boundary ∂Ω are open, disjoint,
and satisfy ΓD ∪ ΓN = ∂Ω. We assume the reaction coefficient κ ≥ 0 to be piecewise
constant. In order to guarantee unique solvability of (1), we assume that κ > 0 in
a subdomain of Ω of a positive measure or that ΓD has a positive measure.

In order to discretize this problem by the standard lowest-order finite elements,
we approximate the domain Ω by a polygon Ωh, ΓD by ΓD,h ⊂ ∂Ωh, and ΓN

by ΓN,h ⊂ ∂Ωh. The weak solution in the domain Ωh is defined as ũ ∈ V =
{v ∈ H1(Ωh) : v = 0 on ΓD,h} such that

B(ũ, v) = F(v) ∀v ∈ V, (2)

where

B(ũ, v) =

∫
Ωh

(∇ũ ·∇v + κ2ũv) dx and F(v) =

∫
Ωh

fv dx+

∫
ΓN,h

gNv ds

for ũ, v ∈ H1(Ωh). We remark that H1(Ωh) stands for the usual Sobolev space
W 1,2(Ωh).

The approximation of the general domain Ω by a polygon Ωh introduces a bound-
ary approximation error u − ũ. In this paper we strictly distinguish between the
solution in Ω and the solution in Ωh in order to emphasize the fact that the error
estimators discussed below do not include the boundary approximation error. More-
over, the numerical examples in Section 5 are posed in a circular disc and, therefore,
there is a nonzero boundary approximation error. Such examples enable us to dis-
cuss the relative size of the boundary approximation error with respect to the other
components of the total error estimated by the computed error bounds.

We discretize problem (2) by the lowest-order finite element method. Therefore,
we consider a triangulation Th of Ωh consisting of triangular elements. The union
of all triangles in Th is Ωh, the interiors of triangles in Th are pairwise disjoint, and
every edge of each triangle lies either on ∂Ωh or it is completely shared by exactly two
neighbouring triangles. The discretization parameter is defined as h = maxK∈Th hK ,
where hK = diamK. We also assume that the triangulation Th is compatible with
the piecewise constant coefficient κ and denote the value of κ on an element K ∈ Th
by κK . Using this triangulation, we define the usual finite element space

Vh = {uh ∈ V : uh|K ∈ P 1(K) ∀K ∈ Th},

where P 1(K) stands for the space of linear functions on the triangle K ∈ Th. Finally,
the finite element formulation of problem (2) reads: find uh ∈ Vh such that

B(uh, vh) = F(vh) ∀vh ∈ Vh. (3)
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Let us note that problem (1) can be diffusion dominated or singularly perturbed
depending on the size of the reaction coefficient κ. The behaviour of the finite
element method depends on the size of the discretization parameter h with respect
to κ. If κh is small then possible boundary layers, which may occur if κ is large,
are well resolved and the finite element solution is accurate. However, if κh is large,
then boundary layers are not well captured by the mesh, the finite element solution
exhibits spurious oscillations and its error is relatively large. This error behaviour
has to be reflected by the error bounds. Therefore, we often distinguish the cases of
small and large κh and observe differences in the accuracy.

2. Complementary error bounds

In this section we present two types of complementary error bounds. These
bounds are similar, but they slightly differ in definition, assumptions, and applica-
bility. Surprisingly, they differ considerably in performance. One bound provides
accurate results for problems with large κh, while the other one for small κh.

First, let us introduce certain notation. Let |||v|||2 = B(v, v) be the energy norm
and ‖v‖K be the L2(K) norm of v. Let ΠKf ∈ P 1(K) be L2(K)-orthogonal projec-
tion of f onto P 1(K), K ∈ Th. Similarly, if γ is an edge of a triangle K ∈ Th, then
ΠγgN is the L2(γ)-orthogonal projection of gN ∈ L2(γ) onto P 1(γ). We also define
oscillation terms

oscK(f) = min

{
hK
π
,

1

κK

}
‖f − ΠKf‖K , oscγ(gN) = min{CT, CT} ‖gN − ΠγgN‖γ ,

where K ∈ Th and γ ⊂ ΓN,h ∩ ∂K is an edge. Constants CT and CT are defined
in [2] as

C2
T =

|γ|
d|K|

1

κK

√
(2hK)2 + (d/κK)2,

C
2

T =
|γ|
d|K|

min{hK/π, κ−1
K }

(
2hK + dmin{hK/π, κ−1

K }
)
,

where d = 2 is the dimension.
To handle the Neumann boundary conditions, we seek the flux reconstruction in

W = {τ ∈H(div,Ωh) : τ · n = ΠγgN on all edges γ ⊂ ΓN,h ∩ ∂K of all K ∈ Th}.

Having a flux reconstruction τ ∈ W , we can consider the error bound η(τ ) in the
general form

η2(τ ) =
∑
K∈Th

ηK(τ ) + oscK(f) +
∑

γ⊂ΓN,h∩∂K

oscγ(gN)

2

, (4)

244



where ηK(τ ) is an error indicator computed from the values of τ restricted to K only.
We introduce two error indicators. If τ on an element K satisfies the equilibration
condition ∫

K

(ΠKf − κ2
Kuh + div τ |K) dx = 0, (5)

then we set

ηa
K(τ ) = ‖τ −∇uh‖K +

hK
π

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
, (6)

otherwise ηa
K(τ ) is undefined. If κK > 0, then we put

ηb
K(τ ) =

(
‖τ −∇uh‖2

K + κ−2
K

∥∥ΠKf − κ2
Kuh + div τ

∥∥2

K

)1/2

, (7)

otherwise ηb
K(τ ) is undefined. The following theorem proves that both these error

indicators provide guaranteed upper bounds on the energy norm of the error.

Theorem 1. Let ũ ∈ V be the weak solution (2). Let both uh ∈ V and τ ∈ W be
arbitrary. Then

|||ũ− uh||| ≤ ηab(τ ), (8)

where ηab(τ ) is given by (4) with

ηK(τ ) =


min{ηa

K(τ ), ηb
K(τ )} if (5) holds in K ∈ Th and κK > 0,

ηa
K(τ ) if (5) holds in K ∈ Th and κK = 0,
ηb
K(τ ) if (5) does not hold in K ∈ Th and κK > 0,

Proof. Proofs of different variants of this theorem can be found in many places in the
literature. The main idea traces back to the method of hypercircle and [19]. For the
reader’s convenience we briefly present the main steps of the proof and refer to [2]
for details.

Let v ∈ V be arbitrary. Using the weak formulation (2) for ũ, splitting the
integrals in definitions of B and F into sums over all elements in Th, and applying
the divergence theorem for τ ∈W , we obtain the identity

B(ũ− uh, v) =
∑
K∈Th

[∫
K

(τ −∇uh) ·∇v dx +

∫
K

(ΠKf − κ2
Kuh + div τ )v dx

+

∫
K

(f − ΠKf)v dx+
∑

γ⊂ΓN,h∩∂K

∫
γ

(gN − ΠγgN)v ds

 . (9)

For brevity, let us denote g = τ −∇uh and rK = ΠKf − κ2
Kuh + div τ . If the

equilibration condition (5) is satisfied in K then we obtain∫
K

rKv dx ≤
∫
K

rK(v − v̄K) dx ≤ ‖rK‖K ‖v − v̄K‖K ≤
hK
π
‖rK‖K ‖∇v‖K ,
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where v̄K = |K|−1
∫
K
v dx and we use the Poincaré inequality [14]. Using this esti-

mate, we easily bound the first two integrals on the right-hand side of (9) as∫
K

g ·∇v dx+

∫
K

rKv dx ≤ ηa
K(τ ) ‖∇v‖K ≤ ηa

K(τ )|||v|||K , (10)

where |||v|||2K = ‖∇v‖2
K + κ2

K ‖v‖
2
K stands for the local energy norm. Alternatively, if

κK > 0, we can bound these two integrals as∫
K

g ·∇v dx+

∫
K

rKv dx ≤ ‖g‖K ‖∇v‖K + ‖rK‖K ‖v‖K ≤ ηb
K(τ )|||v|||K . (11)

To finish the proof we use (10) and (11) in (9), estimate the last two integrals on
the right-hand side of (9) by the corresponding oscillation terms, see [2], substitute
v = ũ− uh, and apply the Cauchy-Schwarz inequality.

Note that neither ηa
K nor ηb

K provide an error bound if (5) does not hold and
κK = 0. Further note that the error indicators ηa

K and ηb
K given in (6) and (7)

coincide if τ ∈ W is chosen in such a way that ΠKf − κ2
Kuh + div τ = 0 for all

K ∈ Th. In this case ηa
K(τ ) = ηb

K(τ ) = ‖τ −∇uh‖K provides the upper bound (8)
even for κK = 0, see [2].

However, in general the indicators (6) and (7) differ. Considering the optimal
flux reconstruction, the indicator ηa

K typically yields smaller values than ηb
K for small

κKhK including κK = 0. However, if κKhK is large then ηb
K provides tight and robust

upper bound and ηa
K overestimates the error unacceptably. Moreover, formulas (6)

and (7) for ηa
K and ηb

K have different structures, which can be unpleasant from the
practical point of view. Therefore, we unify both these indicators into a single one,
which is comparatively accurate as min{ηa

K(τ ), ηb
K(τ )}, but always (slightly) greater

or equal.

Lemma 2. Let K ∈ Th and let ηa
K and ηb

K be given by (6) and (7). Further, let
τ ∈W and let τ |K satisfy the equilibration condition (5). Finally, let κK > 0. Then

min{ηa
K(τ ), ηb

K(τ )} ≤ ηc
K(τ ), (12)

where

ηc
K(τ ) = ‖τ −∇uh‖K + min

{
hK
π
,

1

κK

}∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
. (13)

Moreover,
ηc
K(τ ) ≤

√
2 min{ηa

K(τ ), ηb
K(τ )}. (14)

Proof. Inequality (12) follows easily from the simple estimate

ηb
K(τ ) ≤ ‖τ −∇uh‖K + κ−1

K

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
.

Similarly, inequality (14) follows from the estimate

‖τ −∇uh‖K + κ−1
K

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
≤
√

2ηb
K(τ ).
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Lemma 2 implies that we can replace min{ηa
K(τ ), ηb

K(τ )} by a simpler indica-
tor ηc

K(τ ) in (8) and the upper bound property still holds. On the other hand,
indicator ηc

K(τ ) is not as tight upper bound as min{ηa
K(τ ), ηb

K(τ )}. It can overesti-
mate it, but at most by a factor of

√
2.

3. Local flux reconstructions

All error indicators ηa, ηb, and ηc provide an upper bound on the energy norm of
the error for a wide class of fluxes τ ∈W . However, an arbitrary choice of τ ∈W
would yield a large overestimation of the error. Therefore, the goal is to construct
flux τ ∈W that yields a tight bound. Tight bounds are provided by reconstructions
of Ainsworth and Vejchodský [2] and Braess and Schöberl [5] and in this paper we
compare their accuracy.

The reconstruction of Ainsworth and Vejchodský [2] is based on a fast algorithm
to compute boundary fluxes on element edges. These boundary fluxes are computed
by solving small so-called ‘topology’ systems of linear algebraic equations on patches
of elements sharing a common vertex. Subsequently, the flux τ ∈W is reconstructed
element-by-element using explicit formulae that differ for small and large values of κh.
The resulting error bound is locally efficient and robust with respect to both the mesh
size h and the reaction coefficient κ [2] over the entire range of values of κh. For
future reference, we denote this flux by τAV

h .
The reconstruction of Braess and Schöberl [5] is based on a solution of local

problems on patches of elements around vertices of the triangulation. These local
problems are formulated as mixed finite element problems and correspond to the
minimization of the error bound localized to the patch with an equilibration con-
straint. Although this flux reconstruction was originally designed for pure diffusion
problems, its generalization to the reaction-diffusion case is straightforward. How-
ever, this straightforward generalization does not yield good results for large values
of κh as we will see below. For future reference, we denote this flux by τBS

h .
Both of these flux reconstructions have similar features. For example, in both

cases the flux reconstruction is local and based on patches of elements sharing a com-
mon vertex. If κKhK is small, namely at most of order 1, then the flux τAV

h lies
in the Brezzi-Douglas-Marini space BDM2(Th) = {wh ∈ H(div,Ωh) : wh|K ∈
[P 2(K)]2 ∀K ∈ Th}, while the flux τBS

h lies in the Raviart-Thomas-Nédélec space
RTN1(Th) = {wh ∈ H(div,Ωh) : wh|K ∈ [P 1(K)]2 ⊕ xP 1(K) ∀K ∈ Th}. Spaces
BDM2(Th) and RTN1(Th) are quite similar. They both contain piecewise quadratic
vector fields and RTN1(Th) ⊂ BDM2(Th). In addition, these flux reconstructions
are exactly equilibrated, i.e. ΠKf−κ2

Kuh+div τ = 0 in all elements K ∈ Th for both
τ = τAV

h and τ = τBS
h , provided κKhK is small. This means that in this case all

three error indicators ηa
K , ηb

K , and ηc
K are actually equal for both τAV

h and τBS
h . The

situation is slightly different if κKhK is large, because then the reconstruction τAV
h

no longer satisfies the exact equilibration condition and it does not lie in BDM2(Th)
any more. Instead, it lies in BDM2(T ∗h ), where T ∗h is a certain special refinement
of Th, and the employed error bound is ηb

K .
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These similarities motivate our interest in the comparison of these two approaches.
We compare them numerically on a couple of examples and find what reconstruction
provides more accurate results. The second question is, what is the absolute accu-
racy of these local reconstructions and what is their potential for improvement. To
answer this, we find the optimal flux reconstruction in the space RTN1(Th). The op-
timal flux is obtained by a global minimization of the error bound under the weakest
equilibration constraints.

4. Global flux reconstructions

In this section we present a procedure yielding the optimal flux reconstruction in
a certain finite dimensional affine subspace Wh ⊂W . The idea is to minimize the
error bound (8) over Wh. Since this error bound consists of a sum of error indicators
and oscillation terms which are independent of τ we minimize the sum of indicators
only. The three error indicators we defined above correspond to the following three
minimization problems:

τ a
h = arg min

τh∈W̃h

∑
K∈Th

[ηa
K(τ h)]

2 , (15)

τ b
h = arg min

τh∈Wh

∑
K∈Th

[
ηb
K(τ h)

]2
, (16)

τ c
h = arg min

τh∈W̃h

∑
K∈Th

[ηc
K(τ h)]

2 , (17)

where W̃h = {τ h ∈Wh : condition (5) holds for all K ∈ Th} is a subset of Wh. Re-
calling the definitions (6) and (13) of ηa

K and ηc
K , we notice that the structure of

problems (15) and (17) is the same. They are both constrained minimization prob-

lems and the only difference of indicators ηa
K ∈ W̃h and ηc

K ∈ W̃h is the constant
multiple of the second term. On the other hand, minimization problem (16) is un-
constrained and the indicator ηb

K ∈Wh has a different structure.
Clearly, problem (16) is a quadratic minimization problem, but problems (15)

and (17) are not quadratic. Since minimization of quadratic functionals is straight-
forward, we transform problems (15) and (17) such that they correspond to the
minimization of a functional quadratic in τ h. For example, in case (15), we use
inequality

[AK(τ h) +BK(τ h)]
2 ≤

(
1 +

1

ξK

)
A2
K(τ h) + (1 + ξK)B2

K(τ h),

where AK(τ h) = ‖τ h −∇uh‖K , BK(τ h) = (hK/π) ‖ΠKf − κ2
Kuh + div τ h‖K , and

ξK > 0 is arbitrary. This inequality holds as equality if ξK = AK(τ h)/BK(τ h). Thus,
instead of minimizing the left-hand side of this inequality over τ h, we equivalently
minimize the right hand side over both ξK > 0 and τ h. Note that the right-hand
side is already quadratic in τ h, but the nonlinear nature of the minimization problem
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cannot be avoided and manifests itself in the nonlinear minimization with respect
to ξK .

Using this approach, we reformulate all problems (15)–(17) to the minimization
of the functional

J(αK , βK , τ h) =
∑
K∈Th

αK ‖τ h −∇uh‖2
K + βK

∥∥ΠKf − κ2
Kuh + div τ h

∥∥2

K
, (18)

where αK and βK are suitable constants defined for all elements K ∈ Th. For
convenience, we use the notation P 0(Th) = {ξ ∈ L1(Ωh) : ξ|K = ξK is a constant
∀K ∈ Th}. Problems (15)–(17), respectively, are then equivalent to:

(τ a
h, ξ

a) = arg min
τh∈W̃h, ξ∈P 0(Th)

J
(
1 + ξ−1

K , (1 + ξK)h2
K/π

2, τ h
)
, (19)

τ b
h = arg min

τh∈Wh

J
(
1, κ−2

K , τ h
)
, (20)

(τ c
h, ξ

c) = arg min
τh∈W̃h, ξ∈P 0(Th)

J
(
1 + ξ−1

K , (1 + ξK) min{h2
K/π

2, κ−2
K }, τ h

)
. (21)

Note that in practice we solve problem (19) iteratively. We start with the natural
choice ξK = 1 for all K ∈ Th, fix it, and solve the quadratic minimization problem
for τ h ∈ W̃h. Then we update ξK to ξK = AK(τ h)/BK(τ h) for all K ∈ Th and
repeat the procedure until we find an (approximate) fixed point for ξK . The case of
problem (21) is completely analogous.

Thus, for fixed ξK , both problems (19) and (21) are quadratic minimization
problems for the functional (18) with suitable and fixed choices of constants αK
and βK . Namely, αK = 1 + ξ−1

K and βK = (1 + ξK)h2
K/π

2 for problem (19) and
αK = 1+ξ−1

K and βK = (1+ξK) min{h2
K/π

2, κ−2
K } for problem (21). The constraint for

these minimizations is the equilibration (5), see the definition of W̃h. The solution of
this constrained minimization problem can be obtained by solving the corresponding
Euler-Lagrange equations: find τ h ∈Wh and dh ∈ P 0(Th) such that

B∗(τ h,wh) +Q∗(dh,wh) = F∗(wh) ∀wh ∈Wh, (22)

−Q∗(qh, τ h) = G∗(qh) ∀qh ∈ P 0(Th), (23)

where

B∗(τ h,wh) =
∑
K∈Th

∫
K

(αKτ h ·wh + βK div τ h divwh) dx,

Q∗(dh,wh) =
∑
K∈Th

∫
K

dh divwh dx,

F∗(wh) =
∑
K∈Th

∫
K

(
αK∇uh ·wh − βK(ΠKf − κ2

Kuh) divwh

)
dx,

G∗(qh) =
∑
K∈Th

∫
K

(ΠKf − κ2
Kuh)qh dx.
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Note that equality (23) corresponds to the equilibration constraint (5) and that dh is
the Lagrange multiplier. Consequently, if τ h ∈ Wh solves (22)–(23) then it lies

actually in W̃h.
The case of the minimization problem (20) is even simpler. It is a quadratic

minimization with no constraints. Therefore, its solution τ h ∈ W h is given by the
corresponding Euler-Lagrange equations

B∗(τ h,wh) = F∗(wh) ∀wh ∈Wh, (24)

where the constants αK and βK are 1 and κ−2
K , respectively.

5. Numerical results

In this section, we consider two examples of reaction-diffusion problems. We
solve them on a series of uniformly refined meshes and compute several error bounds
of the form (8). In particular, we compute three error bounds ηa, ηb, and ηc,
which are obtained from (4) by using indicators ηa

K , ηb
K , and ηc

K in place of ηK .
In addition, we compute five different flux reconstructions. Namely, the local re-
constructions τAV

h and τBS
h described in Section 3, and three global reconstruc-

tions τ a
h, τ

b
h, and τ c

h in Wh = RTN1(Th) ∩W , see Section 4. Recall that recon-
structions τAV

h and τBS
h are fully equilibrated and thus ηa(τAV

h ) = ηb(τAV
h ) = ηc(τAV

h )
and ηa(τBS

h ) = ηb(τBS
h ) = ηc(τBS

h ). For simplicity, we denote these two numbers
by η(τAV

h ) and η(τBS
h ), respectively. Further, we use Lemma 2 to improve the error

bound obtained by ηc
K(τ c

h). Once, we have computed τ c
h, which is an expensive

calculation, we can virtually for free evaluate the error bound

ηmin(τ c
h) = min{ηa(τ c

h), η
b(τ c

h)},

which is guaranteed to be less than or equal to ηc
K(τ c

h) and Theorem 1 implies that
it is still an upper bound on the error. In order to compare the accuracy of these
error bounds we use the index of effectivity Ieff = η(τ h)/|||u − uh|||, where u is the
exact solution of problem (1) defined in Ω.

Example 1. Let us consider problem (1) in the domain of the shape of three
quarters of a circular disk. Namely Ω = {(r, θ) : 0 ≤ r < R and π/2 < θ < 2π},
where (r, θ) are the usual polar coordinates. We set ΓD = ∂Ω, ΓN = ∅, and
f(r, θ) =

(
32R−4/3/9 + κ2r2/3 − κ2R−4/3r2

)
sin(2θ/3 − π/3). The exact solution to

this problem u(r, θ) = (r2/3 − R−4/3r2) sin(2θ/3 − π/3) has a singularity at the re-
entrant corner and we will use it to compute the energy norm |||u− uh||| of the error.
For simplicity, we consider R = 1 and solve the problem for various constant values
of κ.

The coarsest mesh we use is shown in Figure 1 (left). We then uniformly refine
this mesh several times and compute the indices of effectivity for the above described
error bounds on this sequence of meshes. Figure 2 (left) presents these results for
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Figure 1: Domains and the coarsest meshes for Examples 1 (left) and 2 (right).

κ = 100. These results confirm that all these error bounds behave robustly with
respect to the mesh size, although the case κ = 100 seems to be difficult for error
bounds of this type and several of them yield indices of effectivity up to 5.

Figure 2 (right) shows how these indices of effectivity vary with κ, provided the
mesh is fixed. We have chosen two times refined initial mesh. We observe that not
all the error bounds provide robust bounds over this range of κ. Estimators η(τBS

h )
and ηa(τ a

h) overestimate the error hugely if κ is large (κ ≥ 100 in this case). This is
not too surprising, because these two error bounds are not designed to be robust in
the singularly perturbed case. On the other hand, for small values of κ (below 100)
all error bounds provide very accurate results with indices of effectivity below 1.2.
Only the bound η(τAV

h ) yields indices of effectivity around 1.7.

Example 2. Let Ω be a unit disk, f = 1, and homogeneous Dirichlet boundary
conditions be prescribed on the boundary of Ω. Then, the exact solution of prob-
lem (1) is u = (1 − r2)/4 for κ = 0 and u = κ−2(1 − I0(κr)/I0(κ)) for κ > 0. Here,
r2 = x2 + y2 and I0 stands for the modified Bessel function of the first kind.

As in Example 1, we solve this problem on a series of uniformly refined meshes,
where the coarsest mesh is presented in Figure 1 (right). Figure 3 presents the
results in the same manner as Figure 2. Conclusions are basically the same as for
Example 1. A difference is that in this example all error bounds provide consistently
better results than in Example 1. The reason probably is that the exact solution in
this example has no singularity and that the right-hand side f is constant and thus,
there are no quadrature errors and the oscillation term vanishes.

If κ is small (below 100) then all error bounds yield almost exact results. An
exception is η(τAV

h ) which overestimates the error by about 7 % with a worse accuracy
already for κ = 10. On the other hand if κ is large (above 100) then the local
bound η(τBS

h ) and the global bound ηa(τ a
h) overestimate the error hugely. However,

all the other error bounds provide almost exact results. The intermediate range
of values of κ around 100 seems to be problematic for all considered error bounds,
because they all exhibit the least accurate values there.
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Figure 2: Results of Examples 1. The left panel shows the variations of the
index of effectivity for various error bounds on a sequence of uniformly refined
meshes for κ = 100. The mesh sizes h for these meshes are approximately
0.24, 0.12, 0.060, 0.030, 0.015, 0.0075, respectively. The right panel presents their vari-
ation with respect to κ on the mesh with NDOF = 1533 (h ≈ 0.060), i.e. the two
times refined the initial mesh.
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Figure 3: Results of Examples 2. The left panel shows the variations of the
index of effectivity for various error bounds on a sequence of uniformly refined
meshes for κ = 100. The mesh sizes h for these meshes are approximately
0.24, 0.12, 0.062, 0.031, 0.016, 0.0078, respectively. The right panel presents their vari-
ation with respect to κ on the mesh with NDOF = 2001 (h ≈ 0.062), i.e. the two
times refined the initial mesh.

6. Conclusions

We have compared the accuracy of two local flux reconstructions and assessed
their accuracy with respect to optimal reconstructions computed as global minimiza-
tion problems. We observe that both the locally computed error bounds provide good
accuracy if κh is smaller than approximately 1/2. However, the bound η(τBS

h ) pro-
vides results close to the optimal values computed by the global minimization and
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performs considerably better than η(τAV
h ). On the other hand, if κh is larger than

approximately 50 then the bound η(τBS
h ) overestimates the true error unacceptably.

The reason is the unnatural form of the error bound and too restrictive equilibration
of τBS

h . Similarly, even the globally computed bound ηa(τ a
h) overestimates the er-

ror unacceptably. Nevertheless, all the other error bounds provide accurate results.
Namely, the local flux reconstruction τAV

h yields practically as accurate results as
the globally computed optimal reconstructions. The intermediate values of κh seem
to be problematic for the accuracy of error bounds of the considered type. Although
all error bounds provide acceptable results for these values of κh, their accuracy is
worse and sometimes considerably worse than their accuracy for other values of κh.
(Bound ηb(τ b

h) in Example 1 being the only exception in the provided examples.)
In general, comparing the two locally computed error bounds, we may conclude

that η(τBS
h ) is very accurate and yields close to optimal results for κh small. How-

ever, if κh is large then than η(τBS
h ) fails. The second locally constructed error

bound η(τAV
h ) is less accurate for small values of κh, but still provides acceptable

values. For large values of κh it gives nearly optimal results.
The secondary conclusion we can draw from the performed experiments, concerns

the globally computed reconstructions and the three possible forms of the error
bounds. The form ηa cannot be recommended in general, because it provides accurate
results for small values of κh only. The form ηb provides accurate results over the
whole range of values of κh > 0. Even more, it provides the best results except
for cases with small κh, where it is only slightly worse than ηa. The disadvantage
of ηb is the fact that it is undefined in the important case κ = 0. Therefore, we can
recommend to use ηc as a robust solution. The bound ηc and especially its improved
variant ηmin provides results that are close to the best in all cases.

The obtained results suggest several directions for future investigations. First,
there is a potential for further improvements of the bound η(τAV

h ), which is not
as accurate as it could be for small and intermediate values of κh. Second, the
bound η(τAV

h ) is almost optimal for large values of κh, but this flux reconstruction
is constructed on the refined mesh T ∗h . However, the performance of the global flux
reconstructions τ b

h and τ c
h clearly shows that a robust reconstruction is possible even

on the original mesh Th. Therefore, we may try to simplify the construction of τAV
h

for large values of κh and define it on Th only while keeping its robust and accurate
performance. Third, the bound η(τBS

h ) can be improved and redefined in such a way
that it is robust and accurate even in the singularly perturbed case.

Finally, let us point out that the presented error bounds estimate the error ũ− uh,
which includes the discretization error, quadrature errors, round-off errors, and the
error of the solver of linear algebraic equations. However, these error bounds ignore
the domain approximation error u− ũ. Therefore, they could theoretically underes-
timate the total error u− uh in the case of large domain approximation error. Both
the presented examples exhibit nonzero domain approximation error, but the used
meshes seem to approximate the exact domain Ω well, because we do not observe
any indices of effectivity below zero.
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