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POSITIVE SOLUTIONS FOR A SYSTEM OF FRACTIONAL
BOUNDARY VALUE PROBLEMS

JOHNNY HENDERSON∗ AND RODICA LUCA†

Abstract. We investigate the existence and multiplicity of positive solutions for a system of
nonlinear Riemann-Liouville fractional differential equations with nonnegative nonlinearities which
can be nonsingular or singular functions, subject to multi-point boundary conditions that contain
fractional derivatives.
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1. Introduction. We consider the system of nonlinear ordinary fractional dif-
ferential equations

(S)

{
Dα

0+u(t) + f(t, v(t)) = 0, t ∈ (0, 1),

Dβ
0+v(t) + g(t, u(t)) = 0, t ∈ (0, 1),

with the multi-point boundary conditions

(BC)


u(j)(0) = 0, j = 0, . . . , n− 2; Dp1

0+u(t)|t=1 =

N∑
i=1

aiD
q1
0+u(t)|t=ξi ,

v(j)(0) = 0, j = 0, . . . ,m− 2; Dp2
0+v(t)|t=1 =

M∑
i=1

biD
q2
0+v(t)|t=ηi ,

where α, β ∈ R, α ∈ (n−1, n], β ∈ (m−1,m], n, m ∈ N, n, m ≥ 3, p1, p2, q1, q2 ∈ R,
p1 ∈ [1, n− 2], p2 ∈ [1,m− 2], q1 ∈ [0, p1], q2 ∈ [0, p2], ξi, ai ∈ R for all i = 1, . . . , N
(N ∈ N), 0 < ξ1 < · · · < ξN ≤ 1, ηi, bi ∈ R for all i = 1, . . . ,M (M ∈ N),
0 < η1 < · · · < ηM ≤ 1, and Dk

0+ denotes the Riemann-Liouville derivative of order k
(for k = α, β, p1, p2, q1, q2).

Under sufficient conditions on functions f and g, which can be nonsingular or
singular in the points t = 0 and/or t = 1, we study the existence and multiplicity
of positive solutions of problem (S) − (BC). We use some theorems from the fixed
point index theory (from [1] and [27]) and the Guo-Krasnosel’skii fixed point theorem
(see [9]). By a positive solution of problem (S) − (BC) we mean a pair of functions
(u, v) ∈ C([0, 1]; R+) × C([0, 1]; R+) (R+ = [0,∞)) satisfying (S) and (BC) with
u(t) > 0 and v(t) > 0 for all t ∈ (0, 1]. The system (S) with the boundary conditions

(B̃C)

{
u(j)(0) = 0, j = 0, . . . , n− 2; u(1) =

∫ 1

0
u(s) dH(s),

v(j)(0) = 0, j = 0, . . . ,m− 2; v(1) =
∫ 1

0
v(s) dK(s),
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2 J. HENDERSON AND R. LUCA

where the integrals from (B̃C) are Riemann-Stieltjes integrals, has been investigated
in [10]. The existence, multiplicity and nonexistence of positive solutions for the
system (S) and the corresponding one with some positive parameters, namely the
system

(S′)

{
Dα

0+u(t) + λf(t, u(t), v(t)) = 0, t ∈ (0, 1),

Dβ
0+v(t) + µg(t, u(t), v(t)) = 0, t ∈ (0, 1),

subject to coupled boundary conditions

(BC ′)

{
u(j)(0) = 0, j = 0, . . . , n− 2; u(1) =

∫ 1

0
v(s) dH(s),

v(j)(0) = 0, j = 0, . . . ,m− 2; v(1) =
∫ 1

0
u(s) dK(s),

were studied in [11], [12], [13], [14], [16], [19], where the nonlinearities f and g are non-
negative or sign-changing functions. Fractional differential equations describe many
phenomena in several fields of engineering and scientific disciplines such as physics,
biophysics, chemistry, biology (for example, the primary infection with HIV), eco-
nomics, control theory, signal and image processing, thermoelasticity, aerodynamics,
viscoelasticity, electromagnetics and rheology (see [2], [3], [4], [5], [6], [7], [8], [17], [18],
[20], [21], [22], [23], [24], [25], [26]). Fractional differential equations are also regarded
as a better tool for the description of hereditary properties of various materials and
processes than the corresponding integer order differential equations.

The paper is organized as follows. In Section 2, we present some auxiliary re-
sults which investigate a nonlocal boundary value problem for fractional differential
equations, and give the properties of the Green functions associated to our problem.
Section 3 contains the existence and multiplicity results for the positive solutions of
problem (S) − (BC) in the nonsingular case, and Section 4 presents the existence
results in the singular case. Finally, in Section 5 we give two examples which support
our main results.

2. Auxiliary results. We present here the definitions of Riemann-Liouville frac-
tional integral and Riemann-Liouville fractional derivative, and some auxiliary results
from [15] that will be used to prove our main results.

Definition 2.1 The (left-sided) fractional integral of order α > 0 of a function
f : (0,∞)→ R is given by

(Iα0+f)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1f(s) ds, t > 0,

provided the right-hand side is pointwise defined on (0,∞), where Γ(α) is the Euler

gamma function defined by Γ(α) =

∫ ∞
0

tα−1e−t dt, α > 0.

Definition 2.2 The Riemann-Liouville fractional derivative of order α ≥ 0 for a
function f : (0,∞)→ R is given by

(Dα
0+f)(t) =

(
d

dt

)n (
In−α0+ f

)
(t) =

1

Γ(n− α)

(
d

dt

)n ∫ t

0

f(s)

(t− s)α−n+1
ds, t > 0,

where n = bαc+ 1, provided that the right-hand side is pointwise defined on (0,∞).
The notation bαc stands for the largest integer not greater than α. If α = m ∈ N

then Dm
0+f(t) = f (m)(t) for t > 0, and if α = 0 then D0

0+f(t) = f(t) for t > 0.
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We consider now the fractional differential equation

Dα
0+u(t) + x(t) = 0, 0 < t < 1,(2.1)

with the multi-point boundary conditions

u(j)(0) = 0, j = 0, . . . , n− 2; Dp1
0+u(t)

∣∣
t=1

=

N∑
i=1

aiD
q1
0+u(t)

∣∣
t=ξi

,(2.2)

where α ∈ (n− 1, n], n ∈ N, n ≥ 3, ai, ξi ∈ R, i = 1, . . . , N (N ∈ N), 0 < ξ1 < · · · <
ξN ≤ 1, p1, q1 ∈ R, p1 ∈ [1, n− 2], q1 ∈ [0, p1], and x ∈ C(0, 1) ∩ L1(0, 1). We denote

by ∆1 = Γ(α)
Γ(α−p1) −

Γ(α)
Γ(α−q1)

∑N
i=1 aiξ

α−q1−1
i .

Lemma 2.1. ([15]) If ∆1 6= 0, then the function u ∈ C[0, 1] given by

u(t) =

∫ 1

0

G1(t, s)x(s) ds, t ∈ [0, 1],(2.3)

is solution of problem (2.1)-(2.2), where

G1(t, s) = g1(t, s) +
tα−1

∆1

N∑
i=1

aig2(ξi, s), ∀ (t, s) ∈ [0, 1]× [0, 1],(2.4)

and

g1(t, s) =
1

Γ(α)

{
tα−1(1− s)α−p1−1 − (t− s)α−1, 0 ≤ s ≤ t ≤ 1,
tα−1(1− s)α−p1−1, 0 ≤ t ≤ s ≤ 1,

g2(t, s) =
1

Γ(α− q1)

 tα−q1−1(1− s)α−p1−1 − (t− s)α−q1−1,
0 ≤ s ≤ t ≤ 1,

tα−q1−1(1− s)α−p1−1, 0 ≤ t ≤ s ≤ 1.

(2.5)

Lemma 2.2. ([15]) The functions g1 and g2 given by (2.5) have the properties:
a) g1(t, s) ≤ h1(s) for all t, s ∈ [0, 1], where

h1(s) = 1
Γ(α) (1− s)α−p1−1(1− (1− s)p1), s ∈ [0, 1];

b) g1(t, s) ≥ tα−1h1(s) for all t, s ∈ [0, 1];

c) g1(t, s) ≤ tα−1

Γ(α) , for all t, s ∈ [0, 1];

d) g2(t, s) ≥ tα−q1−1h2(s) for all t, s ∈ [0, 1], where
h2(s) = 1

Γ(α−q1) (1− s)α−p1−1(1− (1− s)p1−q1), s ∈ [0, 1];

e) g2(t, s) ≤ 1
Γ(α−q1) t

α−q1−1 for all t, s ∈ [0, 1];

f) The functions g1 and g2 are continuous on [0, 1]×[0, 1]; g1(t, s) ≥ 0, g2(t, s) ≥ 0
for all t, s ∈ [0, 1]; g1(t, s) > 0, g2(t, s) > 0 for all t, s ∈ (0, 1).

Lemma 2.3. ([15]) Assume that ai ≥ 0 for all i = 1, . . . , N and ∆1 > 0. Then
the function G1 given by (2.4) is a nonnegative continuous function on [0, 1] × [0, 1]
and satisfies the inequalities:

a) G1(t, s) ≤ J1(s) for all t, s ∈ [0, 1], where J1(s) = h1(s) + 1
∆1

∑N
i=1 aig2(ξi, s),

s ∈ [0, 1];
b) G1(t, s) ≥ tα−1J1(s) for all t, s ∈ [0, 1];
c) G1(t, s) ≤ σ1t

α−1, for all t, s ∈ [0, 1], where σ1 = 1
Γ(α) + 1

∆1Γ(α−q1)

×
∑N
i=1 aiξ

α−q1−1
i .
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Lemma 2.4. ([15]) Assume that ai ≥ 0 for all i = 1, . . . , N , ∆1 > 0, x ∈
C(0, 1) ∩ L1(0, 1) and x(t) ≥ 0 for all t ∈ (0, 1). Then the solution u of problem
(2.1)-(2.2) given by (2.3) satisfies the inequality u(t) ≥ tα−1u(t′) for all t, t′ ∈ [0, 1].

We can also formulate similar results as Lemmas 2.1-2.4 for the fractional bound-
ary value problem

Dβ
0+v(t) + y(t) = 0, 0 < t < 1,(2.6)

v(j)(0) = 0, j = 0, . . . ,m− 2; Dp2
0+v(t)

∣∣
t=1

=

M∑
i=1

biD
q2
0+v(t)

∣∣
t=ηi

,(2.7)

where β ∈ (m − 1,m], m ∈ N, m ≥ 3, bi, ηi ∈ R, i = 1, . . . ,M (M ∈ N), 0 < η1 <
· · · < ηM ≤ 1, p2, q2 ∈ R, p2 ∈ [1,m− 2], q2 ∈ [0, p2], and y ∈ C(0, 1) ∩ L1(0, 1).

We denote by ∆2, g3, g4, G2, h3, h4, J2 and σ2 the corresponding constants and
functions for problem (2.6)-(2.7) defined in a similar manner as ∆1, g1, g2, G1, h1, h2,
J1 and σ1, respectively. More precisely, we have

∆2 = Γ(β)
Γ(β−p2) −

Γ(β)
Γ(β−q2)

∑M
i=1 biη

β−q2−1
i ,

g3(t, s) =
1

Γ(β)

{
tβ−1(1− s)β−p2−1 − (t− s)β−1, 0 ≤ s ≤ t ≤ 1,
tβ−1(1− s)β−p2−1, 0 ≤ t ≤ s ≤ 1,

g4(t, s) =
1

Γ(β − q2)

{
tβ−q2−1(1− s)β−p2−1 − (t− s)β−q2−1, 0 ≤ s ≤ t ≤ 1,
tβ−q2−1(1− s)β−p2−1, 0 ≤ t ≤ s ≤ 1,

G2(t, s) = g3(t, s) + tβ−1

∆2

∑M
i=1 big4(ηi, s), ∀ (t, s) ∈ [0, 1]× [0, 1],

h3(s) = 1
Γ(β) (1− s)β−p2−1(1− (1− s)p2), s ∈ [0, 1],

h4(s) = 1
Γ(β−q2) (1− s)β−p2−1(1− (1− s)p2−q2), s ∈ [0, 1],

J2(s) = h3(s) + 1
∆2

M∑
i=1

big4(ηi, s), s ∈ [0, 1],

σ2 = 1
Γ(β) + 1

∆2Γ(β−q2)

∑M
i=1 biη

β−q2−1
i .

The inequalities from Lemmas 2.3 and 2.4 for the functions G2 and v are the
following G2(t, s) ≤ J2(s), G2(t, s) ≥ tβ−1J2(s), G2(t, s) ≤ σ2t

β−1, for all t, s ∈ [0, 1],
and v(t) ≥ tβ−1v(t′) for all t, t′ ∈ [0, 1].

The proofs of our results in the nonsingular case are based on the following fixed
point index theorems. Let E be a real Banach space, P ⊂ E a cone, “≤” the partial
ordering defined by P and θ the zero element in E. For % > 0, let B% = {u ∈ E, ‖u‖ <
%} be the open ball of radius % centered at 0, and its boundary ∂B% = {u ∈ E, ‖u‖ =
%}.

Theorem 2.5. ([1]) Let A : B̄% ∩ P → P be a completely continuous operator
which has no fixed point on ∂B% ∩ P . If ‖Au‖ ≤ ‖u‖ for all u ∈ ∂B% ∩ P , then
i(A,B% ∩ P, P ) = 1.

Theorem 2.6. ([1]) Let A : B̄% ∩ P → P be a completely continuous operator.
If there exists u0 ∈ P \ {θ} such that u− Au 6= λu0, for all λ ≥ 0 and u ∈ ∂B% ∩ P ,
then i(A,B% ∩ P, P ) = 0.

Theorem 2.7. ([27]) Let A : B̄% ∩ P → P be a completely continuous operator
which has no fixed point on ∂B% ∩ P . If there exists a linear operator L : P → P and
u0 ∈ P \ {θ} such that

i) u0 ≤ Lu0, ii) Lu ≤ Au, ∀u ∈ ∂B% ∩ P,
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then i(A,B% ∩ P, P ) = 0.
We also present the Guo-Krasnosel’skii fixed point theorem (see [9]) that we will

use in the proofs of our main results in the singular case.
Theorem 2.8. Let X be a Banach space and let C ⊂ X be a cone in X.

Assume Ω1 and Ω2 are bounded open subsets of X with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 and let
A : C ∩ (Ω2 \ Ω1)→ C be a completely continuous operator such that, either

i) ‖Au‖ ≤ ‖u‖, u ∈ C ∩ ∂Ω1, and ‖Au‖ ≥ ‖u‖, u ∈ C ∩ ∂Ω2, or
ii) ‖Au‖ ≥ ‖u‖, u ∈ C ∩ ∂Ω1, and ‖Au‖ ≤ ‖u‖, u ∈ C ∩ ∂Ω2.

Then A has a fixed point in C ∩ (Ω2 \ Ω1).

3. The nonsingular case. In this section, we investigate the existence and
multiplicity of positive solutions for problem (S) − (BC) under various assumptions
on nonsingular functions f and g.

We present the assumptions that we shall use in the sequel.
(H1) α, β ∈ R, α ∈ (n−1, n], β ∈ (m−1,m], n, m ∈ N, n, m ≥ 3, p1, p2, q1, q2 ∈

R, p1 ∈ [1, n − 2], p2 ∈ [1,m − 2], q1 ∈ [0, p1], q2 ∈ [0, p2], ξi ∈ R, ai ≥ 0
for all i = 1, . . . , N (N ∈ N), 0 < ξ1 < · · · < ξN ≤ 1, ηi ∈ R, bi ≥ 0

for all i = 1, . . . ,M (M ∈ N), 0 < η1 < · · · < ηM ≤ 1, ∆1 = Γ(α)
Γ(α−p1) −

Γ(α)
Γ(α−q1)

∑N
i=1 aiξ

α−q1−1
i > 0, ∆2 = Γ(β)

Γ(β−p2) −
Γ(β)

Γ(β−q2)

∑M
i=1 biη

β−q2−1
i > 0.

(H2) The functions f, g : [0, 1]×R+ → R+ are continuous and f(t, 0) = g(t, 0) = 0
for all t ∈ [0, 1].

If the pair of functions (u, v) ∈ C[0, 1] × C[0, 1] is a solution of the nonlinear
integral system

u(t) =

∫ 1

0

G1(t, s)f

(
s,

∫ 1

0

G2(s, τ)g(τ, u(τ)) dτ

)
ds, t ∈ [0, 1],

v(t) =

∫ 1

0

G2(t, s)g(s, u(s)) ds, t ∈ [0, 1],

(3.1)

then it is a solution of problem (S)− (BC).
We consider the Banach space X = C[0, 1] with supremum norm ‖ · ‖ and define

the cone P ⊂ X by P = {u ∈ X, u(t) ≥ 0, ∀ t ∈ [0, 1]}.
We also define the operators A : P → X by

(Au)(t) =

∫ 1

0

G1(t, s)f

(
s,

∫ 1

0

G2(s, τ)g(τ, u(τ)) dτ

)
ds, t ∈ [0, 1], u ∈ P,

and B : P → X, C : P → X by

(Bu)(t) =

∫ 1

0

G1(t, s)u(s) ds, (Cu)(t) =

∫ 1

0

G2(t, s)u(s) ds, t ∈ [0, 1], u ∈ P.

Under the assumptions (H1) and (H2) it is easy to see that A, B and C are
completely continuous from P to P . Thus we will investigate the existence and
multiplicity of fixed points u of operator A, which together with v given in (3.1)
will be solutions of problem (S)− (BC).

Using Theorems 2.5-2.6 and some similar arguments as those used in the proofs
of Theorems 3.1-3.3 from [10], we obtain for our problem (S) − (BC) the following
results.

Theorem 3.1. Assume that (H1) − (H2) hold. If the functions f and g also
satisfy the conditions
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(H3) There exist positive constants p ∈ (0, 1] and c ∈ (0, 1) such that

i) f i∞ = lim inf
u→∞

inf
t∈[c,1]

f(t, u)

up
∈ (0,∞]; ii) gi∞ = lim

u→∞
inf

t∈[c,1]

g(t, u)

u1/p
=∞,

(H4) There exists positive constants β1, β2 > 0 with β1β2 ≥ 1 such that

i) fs0 = lim sup
u→0+

sup
t∈[0,1]

f(t, u)

uβ1
∈ [0,∞); ii) gs0 = lim

u→0+
sup
t∈[0,1]

g(t, u)

uβ2
= 0,

then the problem (S)− (BC) has at least one positive solution (u(t), v(t)), t ∈ [0, 1].
Theorem 3.2. Assume that (H1) − (H2) hold. If the functions f and g also

satisfy the conditions
(H5) There exist positive constants α1, α2 > 0 with α1α2 ≤ 1 such that

i) fs∞ = lim sup
u→∞

sup
t∈[0,1]

f(t, u)

uα1
∈ [0,∞); ii) gs∞ = lim

u→∞
sup
t∈[0,1]

g(t, u)

uα2
= 0,

(H6) There exists c ∈ (0, 1) such that

i) f i0 = lim inf
u→0+

inf
t∈[c,1]

f(t, u)

u
∈ (0,∞]; ii) gi0 = lim

u→0+
inf

t∈[c,1]

g(t, u)

u
=∞,

then the problem (S)− (BC) has at least one positive solution (u(t), v(t)), t ∈ [0, 1].
Theorem 3.3. Assume that (H1)− (H3) and (H6) hold. If the functions f and

g also satisfy the condition
(H7) For each t ∈ [0, 1], f(t, u) and g(t, u) are nondecreasing with respect to u, and

there exists a constant N0 > 0 such that

f

(
t,m0

∫ 1

0

g(s,N0) ds

)
<
N0

m0
, ∀ t ∈ [0, 1],

where m0 = max{K1,K2}, K1 = max
s∈[0,1]

J1(s), K2 = max
s∈[0,1]

J2(s) and J1, J2

are defined in Section 2,
then the problem (S)− (BC) has at least two positive solutions (u1(t), v1(t)),
(u2(t), v2(t)), t ∈ [0, 1].

4. The singular case. In this section we study the existence of positive solutions
for our problem (S) − (BC) under various assumptions on functions f and g which
may be singular at t = 0 and/or t = 1.

The basic assumptions used here are the following.
(A1) ≡ (H1),
(A2) The functions f, g ∈ C((0, 1) ×R+,R+) and there exist p̃i ∈ C((0, 1),R+),

q̃i ∈ C(R+,R+), i = 1, 2, with 0 <
∫ 1

0
p̃i(t) dt < ∞, i = 1, 2, q̃1(0) = 0,

q̃2(0) = 0 such that

f(t, x) ≤ p̃1(t)q̃1(x), g(t, x) ≤ p̃2(t)q̃2(x), ∀ t ∈ (0, 1), x ∈ R+.

We consider the Banach space X = C([0, 1]) with supremum norm and define the
cone P ⊂ X by P = {u ∈ X, u(t) ≥ 0, ∀ t ∈ [0, 1]}. We also define the operator

Ã : P → X by

(Ãu)(t) =

∫ 1

0

G1(t, s)f

(
s,

∫ 1

0

G2(s, τ)g(τ, u(τ)) dτ

)
ds, t ∈ [0, 1], u ∈ P.
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Using Theorem 2.8 and similar arguments as those used in the proofs of Lemma
4.1 and Theorems 4.1-4.2 from [10], we obtain for our problem (S)−(BC) the following
results.

Lemma 4.1. Assume that (A1) − (A2) hold. Then Ã : P → P is completely
continuous.

Theorem 4.2. Assume that (A1) − (A2) hold. If the functions f and g also
satisfy the conditions

(A3) There exist α1, α2 ∈ (0,∞) with α1α2 ≤ 1 such that

i) qs1∞ = lim sup
x→∞

q̃1(x)

xα1
∈ [0,∞); ii) qs2∞ = lim

x→∞

q̃2(x)

xα2
= 0,

(A4) There exist β1, β2 ∈ (0,∞) with β1β2 ≤ 1 and c ∈ (0, 1/2) such that

i) f̃ i0 = lim inf
x→0+

inf
t∈[c,1−c]

f(t, x)

xβ1
∈ (0,∞]; ii) g̃i0 = lim

x→0+
inf

t∈[c,1−c]

g(t, x)

xβ2
=∞,

then the problem (S)− (BC) has at least one positive solution (u(t), v(t)), t ∈ [0, 1].
Theorem 4.3. Assume that (A1) − (A2) hold. If the functions f and g also

satisfy the conditions
(A5) There exist r1, r2 ∈ (0,∞) with r1r2 ≥ 1 such that

i) qs10 = lim sup
x→0+

q̃1(x)

xr1
∈ [0,∞); ii) qs20 = lim

x→0+

q̃2(x)

xr2
= 0,

(A6) There exist l1, l2 ∈ (0,∞) with l1l2 ≥ 1 and c ∈ (0, 1/2) such that

i) f̃ i∞ = lim inf
x→∞

inf
t∈[c,1−c]

f(t, x)

xl1
∈ (0,∞]; ii) g̃i∞ = lim

x→∞
inf

t∈[c,1−c]

g(t, x)

xl2
=∞,

then the problem (S)− (BC) has at least one positive solution (u(t), v(t)), t ∈ [0, 1].
As against to the positive solutions obtained in the paper [10], in this paper, by

using Lemma 2.4, we deduce that the fixed points u of operators A and Ã together
with v given in (3.1) satisfy the conditions u(t) > 0 and v(t) > 0 for all t ∈ (0, 1],
that is the pairs (u, v) are positive solutions of problem (S) − (BC) in the sense of
definition from Section 1.

5. Examples. Let n = 3, m = 5, α = 5
2 , β = 17

4 , p1 = 1, q1 = 1
2 , p2 = 7

3 , q2 = 3
2 ,

N = 2, M = 1, ξ1 = 1
3 , ξ2 = 2

3 , a1 = 2, a2 = 1
2 , η1 = 1

2 , b1 = 4.
We consider the system of fractional differential equations

(S0)

{
D

5/2
0+ u(t) + f(t, v(t)) = 0, t ∈ (0, 1),

D
17/4
0+ v(t) + g(t, u(t)) = 0, t ∈ (0, 1),

with the multi-point boundary conditions

(BC0)

{
u(0) = u′(0) = 0, u′(1) = 2D

1/2
0+ u(t)|t= 1

3
+ 1

2D
1/2
0+ u(t)|t= 2

3
,

v(0) = v′(0) = v′′(0) = v′′′(0) = 0, D
7/3
0+ v(t)|t=1 = 4D

3/2
0+ v(t)|t= 1

2
.

We have ∆1 = 6−3
√
π

4 ≈ 0.17065961 > 0, ∆2 = Γ(17/4)
Γ(23/12)−

21/4Γ(17/4)
Γ(11/4) ≈ 2.43672831

> 0. So assumptions (H1) and (A1) are satisfied.
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Besides we deduce

g1(t, s) =
1

Γ(5/2)

{
t3/2(1− s)1/2 − (t− s)3/2, 0 ≤ s ≤ t ≤ 1,
t3/2(1− s)1/2, 0 ≤ t ≤ s ≤ 1,

g2(t, s) =

{
t(1− s)1/2 − (t− s), 0 ≤ s ≤ t ≤ 1,
t(1− s)1/2, 0 ≤ t ≤ s ≤ 1,

g3(t, s) =
1

Γ(17/4)

{
t13/4(1− s)11/12 − (t− s)13/4, 0 ≤ s ≤ t ≤ 1,
t13/4(1− s)11/12, 0 ≤ t ≤ s ≤ 1,

g4(t, s) =
1

Γ(11/4)

{
t7/4(1− s)11/12 − (t− s)7/4, 0 ≤ s ≤ t ≤ 1,
t7/4(1− s)11/12, 0 ≤ t ≤ s ≤ 1.

Then we obtain

G1(t, s) = g1(t, s) +
t3/2

∆1

(
2g2

(
1

3
, s

)
+

1

2
g2

(
2

3
, s

))
,

G2(t, s) = g3(t, s) +
4t13/4

∆2
g4

(
1

2
, s

)
,

h1(s) =
4

3
√
π
s(1− s)1/2, h3(s) =

1

Γ(17/4)
(1− s)11/12(1− (1− s)7/3),

J1(s) =
4

3
√
π
s(1− s)1/2 +

1

∆1

(
2g2

(
1

3
, s

)
+

1

2
g2

(
2

3
, s

))

=



4

3
√
π
s(1− s)1/2 +

1

2∆1

[
2(1− s)1/2 + 5s− 2

]
, 0 ≤ s < 1

3
,

4

3
√
π
s(1− s)1/2 +

1

6∆1

[
6(1− s)1/2 + 3s− 2

]
,

1

3
≤ s < 2

3
,

4

3
√
π
s(1− s)1/2 +

1

∆1
(1− s)1/2,

2

3
≤ s ≤ 1.

J2(s) =
1

Γ(17/4)
(1− s)11/12(1− (1− s)7/3) +

4

∆2
g4

(
1

2
, s

)

=


1

Γ(17/4)
(1− s)11/12(1−(1− s)7/3)+

21/4

∆2Γ(11/4)
[(1− s)11/12−(1− 2s)7/4],

0 ≤ s < 1
2 ,

1

Γ(17/4)
(1− s)11/12(1− (1− s)7/3) +

21/4

∆2Γ(11/4)
(1− s)11/12,

1

2
≤ s ≤ 1.

Example 1. We consider the functions

f(t, u) = a(uα0 + uβ0), g(t, u) = b(uγ0 + uδ0), t ∈ [0, 1], u ≥ 0,

where α0 > 1, 0 < β0 < 1, γ0 > 2, 0 < δ0 < 1, a, b > 0. We have K1 =
maxs∈[0,1] J1(s) ≈ 4.01249183, K2 = maxs∈[0,1] J2(s) ≈ 0.22467674. Then m0 =
max{K1,K2} = K1. The functions f(t, u) and g(t, u) satisfy the assumption (H2).
Besides, they are nondecreasing with respect to u, for any t ∈ [0, 1], and for p = 1/2
and c ∈ (0, 1) the assumptions (H3) and (H6) are satisfied; indeed we obtain

f i∞ = lim
u→∞

a(uα0 + uβ0)

u1/2
=∞, gi∞ = lim

u→∞

b(uγ0 + uδ0)

u2
=∞,

f i0 = lim
u→0+

a(uα0 + uβ0)

u
=∞, gi0 = lim

u→0+

b(uγ0 + uδ0)

u
=∞.

We take N0 = 1 and then
∫ 1

0
g(s, 1) ds = 2b and f(t, 2bm0) = a[(2bm0)α0 + (2bm0)β0 ].

If a[(2bm0)α0 + (2bm0)β0 ] < 1
m0

⇔ a
[
mα0+1

0 (2b)α0 +mβ0+1
0 (2b)β0

]
< 1, then the
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assumption (H7) is satisfied. For example, if α0 = 3/2, β0 = 1/3, b = 1/2 and

a <
1

m
5/2
0 +m

4/3
0

(e.g. a ≤ 0.0258), then the above inequality is satisfied. By

Theorem 3.3, we deduce that the problem (S0) − (BC0) has at least two positive
solutions.

Example 2. We consider the functions

f(t, x) =
xa

tζ1(1− t)ρ1
, g(t, x) =

xb

tζ2(1− t)ρ2
,

with a, b > 1 and ζ1, ρ1, ζ2, ρ2 ∈ (0, 1). Here f(t, x) = p̃1(t)q̃1(x) and g(t, x) =
p̃2(t)q̃2(x), where

p̃1(t) =
1

tζ1(1− t)ρ1
, p̃2(t) =

1

tζ2(1− t)ρ2
, q̃1(x) = xa, q̃2(x) = xb.

We have 0 <
∫ 1

0
p̃1(s) ds < ∞, 0 <

∫ 1

0
p̃2(s) ds < ∞, so the functions f and g satisfy

the assumption (A2).
In (A5), for r1 < a, r2 < b and r1r2 ≥ 1, we obtain

lim
x→0+

q̃1(x)

xr1
= 0, lim

x→0+

q̃2(x)

xr2
= 0.

In (A6), for l1 < a, l2 < b, l1l2 ≥ 1 and c ∈ (0, 1/2), we have

lim
x→∞

inf
t∈[c,1−c]

f(t, x)

xl1
=∞, lim

x→∞
inf

t∈[c,1−c]

g(t, x)

xl2
=∞.

For example, if a = 3/2, b = 2, r1 = 1, r2 = 3/2, l1 = 1, l2 = 3/2, the above conditions
are satisfied. Then, by Theorem 4.3, we deduce that the problem (S0) − (BC0) has
at least one positive solution.
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